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1 Introduction

The Flash Flood and Intense Rainfall (FFaIR) Experiment has been held

annually since 2012 and is part of the Hydrometeorology Testbed (HMT) at the

Weather Prediction Center (WPC). FFaIR sits at the intersection of research and

operations (R2O), bringing together developers, forecasters, and researchers in a

pseudo-operational setting to use and evaluate new products and tools as they

relate to flash flood and intense rainfall forecasting.

The FFaIR Experiment’s 11th season was full of firsts. Understanding the need

to capture a plethora of heavy rainfall events across varying spatial and temporal

timescales and meteorological forcing, the team decided to extend the length of

the experiment. Rather than the traditional 4 weeks, with 2 weeks on either side

of the week of July 4th, FFaIR was in session for 6 weeks, spanning from 5 June to

11 August 2023. This allowed for more subjective analysis of the tools and products

as well as a longer time period to objectively evaluate the data. It was also the

first time since the summer of 2019 that FFaIR had participants in-person at WPC.

However, since it was not feasible to have 6 weeks of in-person sessions, a mix of

completely virtual and hybrid (another first) sessions were held; with 2 weeks of

hybrid and 4 weeks of virtual.

FFaIR was in session for the following weeks:

Week 1: June 5 - 9 (virtual)

Week 2: June 12 - 16 (virtual)

Week 3: June 26 - 30 (hybrid)

Week 4: July 10 - 14 (virtual)

Week 5: July 31 - Aug 4 (hybrid)

Week 6: Aug 7 - 11 (virtual)

FFaIR had approximately 90 participants this year. Participants were mostly

from across the National Weather Service, coming from Weather Forecast Offices

(WFOs) and National Centers and Labs, with participation also from teams at

Colorado State University (CSU). Figure 1 shows the WFOs that participated

in FFaIR this year while a full list of participants and their affiliations can be
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found in Appendix A. A seminar series was also hosted by FFaIR. Speakers ranged

from forecasters to academia to model developers and were generally held on the

Tuesdays and Thursdays that FFaIR was in session. The seminars were open to all

of the NWS and our partners, roughly averaging 40 people per seminar. A list of

the presenters and their topics can be found in Appendix A as well.

Figure 1: Graphic of WFOs that participated in the 2023 FFaIR Experiment, indicated
by the blue fill. Not included is WFO Honolulu and NWS National Centers, which also
had participates.

Finally, for the first time the FFaIR team is releasing the Final Report in two

parts. Part 1 (aka this document) consists of results centered around the Rapid

Refresh Forecast System (RRFS). This includes models or ensembles that employ

the same model core, the Finite Volume Cubed-Sphere (FV3) core. Part 1 also

includes a comprehensive explanation of the experimental operations and discussion

of the weather during FFaIR. The description and discussion of the results of the

forecasting activities will be spilt between Part 1 and Part 2. The Maximum Rainfall
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and Timing Product (MRTP) is the forecasting activity that is included in Part 1

since it included analysis of model 6-h Quantitative Precipitation Forecast (QPF).

Part 2 of the 2023 Final Report will focus on the Day 1 FFaIR forecasting activities,

the Excessive Rainfall Outlook (ERO) and an Average Recurrence Interval (ARI)

based ERO called the AERO. It will also include analysis of Colorado State

University’s (CSU) First-Guess EROs and satellite products from a team at CSU’s

Cooperative Institute for Research in the Atmosphere (CIRA).

2 Science and Operations

While an in-depth summary of the daily operations of FFaIR and the data

and products that were evaluated can be found in the 2023 FFaIR Operations Plan

(Trojniak and Correia, Jr., 2023), a brief summary will be given in this section.

This section will also cover the questions that were asked during the verification

portion of FFaIR, as it relates to Part 1.

2.1 Daily Schedule

Although there was some variability in the day-to-day operations of FFaIR, in

general the morning consisted of activities focusing on the Day 1 (16-12 UTC) time

frame while the afternoon focused on verification and short-term (6 hr) forecasts.

There were two Day 1 activities, the creation of an Excessive Rainfall Outlook (ERO)

or an Average Recurrence Interval (ARI) based ERO, hereafter the AERO. After a

weather briefing given by a WPC forecaster, the participants were broken into two

groups, one worked to issue a Day 1 ERO, the other a Day 1 AERO. This part

was similar to last year’s FFaIR. However, unlike last year, this year participants

were tasked with first creating an individual ERO or AERO before working to

create a collaborative product. Volunteers shared their screen to discuss their

individual ERO or AERO and products/tools they looked at to create their Day 1

product. Then, working as a team, each breakout group created a collaborative

ERO/AERO. The two breakout groups would then come back together and discuss

each group’s collaborative Day 1 product and their thought process behind the

forecast. Examples of this can be found in Part 2 of the report.
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The verification session occurred after the Day 1 forecasting activities and

will be discussed in Section 2.6. Once done with verification, the participants

were again briefed by a WPC forecaster, with a focus on the current conditions,

trends, and the threat for heavy rainfall. This was in preparation for the Maximum

Rainfall and Timing Product (MRTP) forecasting activity. Using the information

from the briefing, their own analysis of data, and open discussion, participants

voted on a region and a 6-h window in which they expected the heaviest rainfall

to occur. They also voted on a likely on a threshold for which they forecast the

probability of exceedance; see the second to last bullet point in the next section

listing MRTP required forecast elements. After voting, they then worked on their

individual MRTP.

2.2 Description of Forecasting Activities - MRTP

Since the forecasting activities closely followed those done in the 2022 FFaIR

Experiment and are explained in great detail in the 2023 FFaIR Operations Plan

(Trojniak and Correia, Jr., 2023), the MRTP will only be briefly explained. The

MRTP was comprised of multiple parts: a collaborative process of deciding over

what region to forecast and for what 6-h time window between 21 UTC and 12 UTC

that the forecast was valid for, evaluation of a randomly assigned model or ensemble,

completion of a survey, drawing a 6-h precipitation forecast, and forecasting values

for given thresholds or aspects of the forecast. The collaborative process was

previously discussed above in Section 2.1. Participants were randomly assigned

a model/ensemble to evaluate so that all the experimental data “had eyes on it”.

However, they were not required to use it in their forecast. In the survey, the

participants answered questions about their assigned model/ensemble, indicated

what data they found useful in the forecast process, and answered questions related

to things like timing and flooding likelihood.

The latter two parts of the MRTP were the bulk of the MRTP process. Like

in previous years, the participants had the option to draw 6-h QPF contours for:

0.5, 1, 2, 3, 4, and 5 inches. They also could draw a contour for where they thought

flooding would occur. Additionally, they had to place a point where they thought

the maximum 6-h total would be. The other aspects of the forecast required were:
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• The 6-h maximum rainfall (corresponds with the point they placed).

• The maximum 6-h ARI to be exceeded.

• The 1-h maximum rainfall in the domain.

• The probability of flash flooding.

• The probability of the flash flooding leading to damage1.

• The probability that the 6-h maximum rainfall would exceed the value that

was voted on by the participants for the event; i.e. the participant’s confidence

an extreme event of the chosen threshold would occur.

• Considering all possible 6-h periods that comprised a valid MRTP time frame2,

what was the probability that the maximum 6-h rainfall would occur in each

of those 6-h time periods.

The last two bullet points are explained in great detail in the 2023 FFaIR Operations

Plan (Trojniak and Correia, Jr., 2023) and in the MRTP tutorial created for the

participants3.

2.3 Overview of RRFS and RRFS-like Data and Products

This section will serve as a brief summary of the data and products evaluated

in FFaIR that will be discussed in Part 1 of the 2023 Final Report. Unfortunately,

in some instances a full evaluation of the data or product could not be completed

due to limited availability, changes to model configurations, or errors found in

product code. This will be elaborated on further in this section, as well as in the

Experiment Goals and Results sections.

1It was up to the participant to determine what they considered damage. There was no strict
definition to this.

2There were 10 possible time periods, the first was from 21-03 UTC while the last was
06-12 UTC.

3Tutorial location: https://www.wpc.ncep.noaa.gov/hmt/hmt_webpages/drawingtools/
tutorial.pdf
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Table 1: The deterministic model configurations that were evaluated in 2023 FFaIR.
For the models provided by the OU CAPS team, if the model is part of their machine
learning product, the member number is super-scripted as AI-#. This is the same Table
as Table 3 in the 2023 FFaIR Operations Plan (Trojniak and Correia, Jr., 2023).

2.3.1 Rapid Refresh Forecast System

The Rapid Refresh Forecast System (RRFS4) has been in development since

roughly 2018 and is slated to replace most of the operational convective allowing

modeling (CAM) systems by Fall of 2025. Therefore, strenuous testing of the

modeling system continues to be done across the NWS Testbeds and Proving

Grounds.

This year FFaIR planned to evaluate both the deterministic RRFS and four

RRFS ensemble configurations across the entirety of the experiment. Following last

year’s naming convention, the deterministic RRFS being developed for operational

implementation, will hereafter be referred to as the RRFSp15. The configuration

for the RRFSp1 can be found in Table 1.

4This year one of the participants suggested verbally referring to the RRFS as the R2FS rather
than Rufus, which has been the naming convention for a few years. Another suggestion was to
call it aRRFS. As a Star Wars and dog lover, the facilitator fully supports referring to the RRFS
as either R2FS or aRRFS.

5The Environmental Modeling Center (EMC) and the Global Systems Laboratory (GSL) refer
to this as the RRFS a or the RRFSa.
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The RRFSp1 is also the control member for the RRFS ensembles provided

for evaluation. The four ensemble configurations were designed to evaluate the

impact of single and mixed physics, as well as time-lagging membership. The

ensembles each consisted of 10 members; their configurations can be found in

Tables 4 and 5 of the 2023 FFaIR Operations Plan (Trojniak and Correia, Jr.,

2023). The single physics, non time-lagged ensemble was referred to as the RRFSe1,

while the time-lagged version was called the RRFSe1tl. The multi-physics with no

time-lagging was referred to as RRFSe2, while the time-lagged version called the

RRFSe2tl. Please refer to Section 3.1 of the Operations Plan for a full description

of the configurations for the ensembles.

Since the RRFS is in active development, the system was not “frozen” during

the FFaIR Experiment. For the most part, changes made to the system were

considered non-science changes that should not have had an impact on the model

forecasts; a full list of the changes can be found at: https://www.emc.ncep.noaa.

gov/users/emc.campara/rrfs/log.html6. That said, there was one change that

occurred during FFaIR that resulted in significant down time and model availability.

From June 30 to July 17 the system was turned off to change from the CONUS

domain to the North American (NA) domain; see Fig. 2. Although the RRFSp1

was available beginning July 17, the RRFS ensemble was not up and running until

July 24. After this change, the flow of data became less stable and there were

cycles/days where no RRFS data was available. The down time resulted in week 4

of FFaIR having no RRFS data to evaluate, and weeks 3, 5, and 6 having at least

one day in which the data was not available for multiple cycles. Additionally, since

the computational expense increased tremendously with the domain increase, only

one ensemble configuration was provided after the switch, the RRFSe1tl.

2.3.2 Data and Products Provided by the Center for Analysis and

Prediction of Storms

The Center for Analysis and Prediction of Storms (CAPS) at the University

of Oklahoma (OU) once again provided a variety of model data and products to

be evaluated during FFaIR. Five RRFS-like model configurations were provided,

6The log is provided and updated by Ben Blake.
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Figure 2: The outline of the various RRFS domains run by EMC in blue. The red outline
is the computational area for the North American domain. The CONUS output domain is
roughly the same size as its the computational domain (see black arrow). Image provided
by Ben Blake at EMC.

ranging from changes in the microphysics to changes in the land-surface scheme.

These configurations were referred to as RRFSp3, RRFSp4, RRFSp5, RRFSp6,

and RRFSp7 and their makeup can be found in Table 1. These were only available

to evaluate for the 00 z cycle and did not include any data assimilation outside of

the Global Forecast System (GFS), which is what the models were initiated from.

CAPS also provided an ensemble, referred to as the CAPS RRFSe, which was a

10 member mixed physics ensemble (see Table 6 in the Operations Plan (Trojniak

and Correia, Jr., 2023)) and used Global Ensemble Forecasting System (GEFS)

members for the initial and lateral boundary conditions. Like the deterministic

models, the CAPS RRFSe was only available for the 00 z cycle.
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As part of their ensemble product suite, in addition to the arithmetic mean

(hereafter mean), the probability matched mean (PM or PMM), and the local

probability matched mean (LPM or LPMM), the CAPS team calculated two

spatial-aligned means (SAM). One was the normal SAM, which used the methods

described in Brewster (2003) for the spatial alignment of the background forecast to

observations. The other combines the SAM methodology with the LPMM method

to create what is referred to as the SAM-LPM. For this mean, the SAM method

was applied first to the ensemble members, followed by the LPMM method.

A machine learning (ML) product (MLP), called the HREF+, was also provided.

This MLP used U-net ML methodology to create probabilistic forecasts for 6-h QPF

exceeding one-half, one, and two inches. It is referred to as the HREF+ because

its training used membership from the HREF combined with some of the CAPS

deterministic model configurations. The CAPS contribution to the membership

are noted by a super-scripted AI followed by a number in Table 1 while the HREF

members used were the HRRR, NAMnest, hiresw arw, and hiresw nssl, along with

their time-lagged forecasts. The Operations Plan (Trojniak and Correia, Jr., 2023)

provides an in-depth explanation of this MLP. Unfortunately, near the end of the

experiment, a bug was found in the calculation of the probabilities. Therefore,

although participants evaluated the product, results from MLP forecasts will not

be discussed.

2.4 Other Models

The operational versions of the HRRR, NAMnest, and HREF were used as

comparison to the experimental models and ensembles. Additionally, the FV3

member of the HREF, hereafter FV3-HREF, was loosely evaluated during the

experiment as a baseline for the RRFSp1 since the FV3-HREF is the “primitive”

version of the RRFSp1. Lastly, to gather performance information for the Hazardous

Weather Testbed (HWT) NSSL team, one of the three Model for Prediction Across

Scales (MPAS) CAMs evaluated in the Spring Forecasting Experiment (SFE) was

included in some of the verification and forecasting activities. Tables 1 and 2 in

the HWT SFE Preliminary Findings (Clark et al., 2023) describe the configuration

of the MPAS-NSSLs, the version used in FFaIR was the one initiated with HRRR
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IC/LBCs and included Thompson microphysics. During FFaIR this version was

referred to as the MPAS-NSSL.

2.5 Science Questions and Goals for Part 1

As mentioned previously, a large portion of FFaIR was planned around the

evaluation of the RRFS, both its deterministic and ensemble output. With the

system moving closer to its planned code freeze and the NWS science evaluation,

it was top priority for the HMT team to scrutinize its warm season precipitation

forecasting performance. This included not only rainfall accumulations, but storm

mode/progression, location, areal coverage and rates. This was compared against

the operational CAMs, the HRRR and the NAMnest, as well as the aforementioned

CAPS provided configurations. Probabilistic forecasts of 6-h QPF were the focus

for evaluating the RRFS ensemble(s).

The full list of science questions and goals that will be addressed in Part-1

of the Final Report are listed below. Note that some of these were only able to

be partly addressed do to missing data or errors in code that were found; these

questions will be italicized.

• Evaluate the performance, focusing on Quantitative Precipitation Forecast

(QPF) and precipitation rate, of the RRFS a (referred to as the RRFSp1 in

the FFaIR experiment) compared to the HRRR and NAMnest.

• Evaluate the performance of different configurations of the RRFS other than

the planned operational version of the RRFS deterministic.

• Analyze the impact of the RRFS DA and compare it to the DA done in the

HRRR.

• Identify the pros and cons of a multi-physics ensemble compared to a single

physics ensemble with stochastic perturbations. Compare their performance

to the HREF.

• Evaluate the performance of ensembles with time-lagged members.
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• Evaluation of a machine learning product for the probability of QPF ex-

ceedance, called the HREF+, from the CAPS group.

• Evaluation of a OU-CAPS Spatially-Aligned Mean (SAM) and a SAM with

local probability matched mean (LPM) applied with the SAM methodology,

called the SAM-LPM.

• Evaluate the performance (CSI, max QPF) of the various models for specific

6-h precipitation extreme events via the Maximum Rainfall and Timing

Product (MRTP).

2.6 Verification Methods

As is the case with most testbeds, participant feedback and subjective evalua-

tion of products and tools are an integral part of the testbed environment. Feedback

happens both naturally during the forecasting activities, as the participants are

actively utilizing the tools, and during the scheduled verification sessions. With the

exception of Mondays, verification is of the previous day’s guidance and forecasts

used during the previous day’s forecasting activities. Generally, the guidance is

compared against observations and participants rank the guidance on a scale of

goodness from 1 (poor) to 10 (great). However, this year some questions extended

beyond the general goodness question, including scoring for confidence added to

a forecast or how forecasted maxima relate to observed maxima. Additionally,

most questions included asking the participants to provide written feedback on

their ratings and their overall thoughts on the performance of the product/model

being evaluated. Finally, differing from previous years, this year participants were

divided into two groups to expand verification without increasing the burden on

participants. Group 1 evaluated the earlier forecasts/cycles and Group 2 the later

ones. Not all questions were broken into two groups.

Precipitation verification was done using Multi-Radar Multi-Sensor Gauge

Corrected (hereafter MRMS) Quantitative Precipitation Estimate (QPE) as truth.

The MRMS data was remapped to the HRRR grid, using the cKDTree package in

Python and retained the maximum value of the 9 grid point neighborhood. The

MRMS/model comparison was shown both as a side by side comparison and via
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Figure 3: 24-h (A) MRMS QPE and (B) RRFSp1 QPF valid at 12 UTC 05 Aug. 2023.
MODE verification for (C) 0.5 in and (D) 1 in with the MRMS QPE contoured and the
model QPF filled. Matching MRMS and model clusters have the same color. Included in
the MODE plot is statistical information for the forecast threshold as a whole and for
the individual clusters identified by MODE.

images showing object verification. The object verification graphics were created

using the Developmental Testbed Center’s Model Evaluation Tools (MET) Method

for Object-Based Diagnostic Evaluation (MODE). The MODE verification allowed

participants to focus on precipitation thresholds while evaluating the models. An

example of the RRFSp1 MODE verification for one half inch and one inch can be

seen in Fig. 3. The configuration used for MODE is the same as the previous two

years and can be found in Appendix D of the 2020 FFaIR Final Report (Trojniak

et al., 2020). MET/MODE was also utilized for some of the statistical analysis

discussed later.
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Table 2: The number of times the MRTP was done for a given 6-h time window. This
also corresponds to the number of times a 6-h time window was used for the 6-h QPF
subjective evaluation during the daily verification sessions. The * indicates that the
given 6-h was used one additional time for the 6-h verification question compared to the
MRTP.

Precipitation verification was done for 24-h and 6-h QPFs. For 24-h QPF

verification, only the HRRR, NAMnest, and RRFSp1 were verified. The 24-h

period verified was defined as 12-12 UTC for the 18z, 00z, 06z, and 12z cycles.

The 18z cycle was the oldest cycle, with a valid forecast hour (referred to as f

or fhr) of f42. The 00z cycle was valid at f36, 06z was valid at f30 and 12z was

valid at f24. Participants were asked to evaluate each model’s goodness and to

pick the “best” model of the cycle. This was to see what would happen if the

participants were forced to pick a winner even if they gave multiple models the

same score. For the 6-h verification, forecasts were verified for the 6 hours that

corresponded with when the previous day’s MRTP was valid. For example, on

Aug 1 the MRTP was forecast for the 06-12 UTC period, therefore the 6-h QPF

verification question was valid 06-12 UTC Aug 2. Verification was done for the 00z,

06z, and 12z cycles, with all deterministic models being verified for the 00z cycle,

while only the HRRR, NAMnest, and RRFSp1 were verified for the other two

cycles. Table 2 lists the number of times a valid 6 hour time period for the MRTP

was done, which corresponded to the number of 6-h QPF verification periods in

question.

Model maximum precipitation rate (pmax) for the NAMnest, RRFSp1, RRFSp3

and RRFSp4 for the same 6-h time window as the 6-h QPF verification was also

done7. The pmax was plotted across the time period, using the maximum for a grid

point over the 6 hours. MRMS maximum prate from 2-min data was used for truth.

Rather than asking the typical goodness question, participants instead were asked

two comparison questions. (1) Compare the MRMS and the 00z suite maximum

7The HRRR was not used because it does not provide pmax only instantaneous precipitation
rate.
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precipitation rates for magnitude. They could pick as many of the following choices

as they felt applied for each model: too high, reasonable, too low, and/or max

value is too high. (2) Compare the MRMS and the 00z maximum precipitation

rates for areal coverage and position. Here too they could pick as many of the

following choices as they felt applied for each model: too large, just right, too small,

similar location, and/or large displacement.

For ensemble verification, the 1-in 6h and 5-in 6h probabilities were evaluated.

The valid time for the verification was either 03, 06, 09, or 12 UTC, whichever was

closest to the MRTP valid end time8. For evaluation, the 1 or 5 in 6-h MRMS

QPE was contoured on the ensemble probability graphic. Additionally, using a

39 km gaussian smoother, the MRMS QPE was shown probabilistically for each of

the thresholds. The goal was to evaluate the 00z and 12z cycles of the ensembles

but due to the inconsistent availability of data, the two cycles (18z, 00z, 06z, or

12z) with the most data available were evaluated each day. For this question,

participants were asked “On a day like today would the probabilities you see give

you more or less confidence in the forecast?” They could give a score of 1 (less

confidence) to 5 (more confidence).

Since the RRFSe1tl was the ensemble configuration that was provided by

EMC after the RRFS downtime to change over to the NA domain, the hope was

that it would have been the most consistently available for evaluation pre-change.

Unfortunately, the RRFSe1tl was the least available during the first 3 weeks of

FFaIR for subjective evaluation, and thus evaluated the least for that time period.

Therefore it is extremely difficult to complete an evaluation of the RRFSe1tl or any

other ensemble provided by EMC. As for the CAPS RRFSe, most of the first two

weeks of FFaIR the ensemble was missing but it was provided consistently through

the rest of the experiment. Therefore, a brief discussion of the CAPS RRFSe

compared to the HREF will be provided.

Evaluation of the two experimental spatially aligned means provided by

CAPS RRFSe, the SAM and SAM-LPM, was done by comparing these means to

either the general mean or the LPM mean from the HREF and CAPS RRFSe. For

8So if a MRTP was valid at 04 UTC then the following day was verified for 03 UTC.

16



Figure 4: The question setup for evaluation of the CAPS RRFSe SAM and SAM-LPM.

this, participants were shown the 6-h means for either 00 UTC or 06 UTC and

asked “How well does each mean capture the following? Please check as many

descriptions that apply to each ensemble mean.” Figure 4 shows the choices the

participants had.

Participants also evaluated their MRTPs from the previous day, as well as

the model/ensemble they were randomly assigned to evaluate during the activity.

Figure 5 shows the cadence of questions for the MRTP verification. The verification

graphics for the participant MRTP included their forecast overlaid with the 6-h

MRMS, along with their forecasted and the observed location of maximum rainfall.

It also included information about what they forecasted the previous day, e.g.

what ARI they expected to be exceeded and how far their forecasted rainfall

maximum was from the observed maximum. Their CSI at each MRTP threshold

they drew was included along with their assigned model’s/ensemble’s CSI at 1 in

for all available cycles. For evaluation of the model QPF, the 1 in contour for

QPF was overlaid with 6-h MRMS while for the ensembles, the PMM and LPMM
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Figure 5: The question setup for the MRTP verification.

1 in contour was overlaid. These graphics included similar additional information

to what the MRTP graphics included. Figure 6 shows an example of what the

verification graphics looked like, along with labels for the information included.

2.6.1 Verification Terminology for Dates

Although there were 30 days that FFaIR was in session, there were actually

31 days used for the subjective evaluation during FFaIR. For the first day of

the experiment, participants verified data from the previous Friday, valid ending
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Figure 6: Example verification image from the MRTP experiment, labeling the relevant
elements that participants could examine for quality.

12 UTC 03 June 2023; an exception to this were the verification questions associated

with MRTPs, EROs and AEROs. These 31 days will be referred to as FFaIR Dates

from here on out. In addition to the FFaIR Dates, evaluation across the Testbed

Season was also done. For this time span, data was collected from May 1 to Aug. 11

2023, regardless of whether the FFaIR was in session or not. Furthermore, due to

the emphasis placed on the RRFSp1 evaluation, three additional date groups were

analyzed, referred to as RRFS Dates, CONUS Dates, and NA Dates. The RRFS

Dates includes only the days that the 00 z RRFSp1 was available for verification

during FFaIR. The CONUS Dates are the RRFS Dates in which the CONUS

domain was used, while the NA Dates are the RRFS Dates that the NA domain

was used.

Finally, for the ensemble evaluation, the dates that the CAPS RRFSe data was

available will be called the CAPS Dates. This is because of data from the RRFS

missing during week 3. Additionally, since the CAPS RRFSe was only provided at

00z all ensemble discussion will be for 00z. Regarding data availability, for the 00z

cycle the number of scores each ensemble received were: HREF - 193, RRFSe1 -

24, RRFSe1tl - 42, RRFSe2 - 25, RRFSe2tl - 28, and CAPS RRFSe - 149.
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3 A Brief Discussion on the Weather for FFaIR

Understanding the synoptic pattern, rainfall coverage, and types of events

that occurred during this year’s experiment will help with the overall analysis of

the subjective and objective results. Even though this year’s experiment lasted

longer than previous years by 2 weeks9, general comparisons can still be made. In

Fig. 11 is MRMS-QPE summed over the FFaIR Dates for 2021, 2022, and 2023.

For the 2023 accumulation, the FFaIR dates in which the RRFSp1 was available

for evaluation is also shown; meaning most of July was not included in the sum.

Both 2023 accumulations and 2021 look more similar to one another than either

looks to 2022. One exception to this is over the western Gulf States, where it was

unseasonably dry this year. In fact from May 2023 to Aug 2023, drought conditions

developed from the TX coast to the FL Panhandle; see Fig. 8. Furthermore, unlike

last year, this year there was not a lull in precipitation across the Midwest or the

Plains. In fact, during week 5 of FFaIR, numerous events occurred in the Midwest.

This led to every day of that week’s MRTP domain being located over Missouri.

Figure 9 shows the 6-h MRMS QPE for each of the valid MRTP periods during

the first week of August, while Fig. 10 and Fig. 3A show the 24-h total for each

day of week 5 across the CONUS. Lastly, Fig. 11 compares the summed total for

the week and the four days that RRFSp1 was available.

Since the RRFS was not available for all the days, evaluation of the RRFSp1

and the RRFSe1tl against the operational systems for the entire active period

was not possible. That said, the 4 events that the RRFS was running for helped

provide some insight to how the RRFS performed for convection with Mesoscale

Convective System (MCS) characteristics that developed/strengthened overnight

and were driven by Mesoscale Convective Vortexes (MCVs) and the Low Level Jet

(LLJ). An in-depth discussion of model performance of one of these events will be

done in Section 4.4. This time span also provided 3 of the 10 days in which the

MRTP domain saw an event where the 6-h 1 in coverage was >30,000-km2.

9Two weeks refers to the number of extra weeks FFaIR hosted participants, dates for these
weeks are called FFaIR dates. However, statistical analysis from May 1 to Aug 12, 2023 was also
done.
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Figure 7: Accumulation of MRMS QPE for the days FFaIR was in session for (A) 2021
[n=20], (B) 2022 [n=19], (C) 2023 [n=30], and (D) RRFS 2023 [n=24], where RRFS
2023 refers to the dates in which the 00z RRFSp1 was available for evaluation using the
2023 FFaIR sessions.

Another difference between the 2023 FFaIR season and the two previous was

the storm mode seen across the Southeast. Rather than numerous days of weakly

forced convection that was diurnally driven, more organized convection was seen.

This was driven by anomalously low heights across the eastern CONUS. Figure 12

shows the difference among the 500-mb and mean sea level pressure for the months

that the 2021, 2022, 2023 FFaIR Experiments were in session. This difference in

the weather pattern over the Southeast made it difficult to evaluate if updates to

RRFSp1 helped to address the excessive development of popcorn convection that

has been reported on by the FFaIR team starting in the 2020 FFaIR Final Report
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(Trojniak et al., 2020), due to the environment being unfavorable for this type of

convection.

Figure 8: The change in the US Drought Monitor from (left) May 9 2023 to (right) Aug
15, 2023. Images taken taken from https://droughtmonitor.unl.edu/.

Figure 9: 6-h MRMS QPE for the MRTPs during week 5 of the 2023 FFaIR Experiment
valid: (A) 06-12 UTC 01 Aug., (B) 06-12 UTC 02 Aug., (C) 06-12 UTC 03 Aug., (D)
06-12 UTC 04 Aug., and (E) 03-09 UTC 05 Aug. 2023.
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Figure 10: The 24-h MRMS QPE valid ending at 12 UTC on (A) 01 Aug., (B) 02 Aug.,
(C) 03 Aug., and (D) 04 Aug, 2023. These are 4 of the 5 days of week 5, the last day’s,
05 Aug. 2023 24-h MRMS QPE can be found in Fig. 3A.

For the 30 days that FFaIR was in session, there were 10 days in which the 16z

Day 1 WPC ERO had at least one area with a Moderate Risk across the country;

Week 1: 2 days, Week 2: 1 day, Week 3: 0 days, Week 4: 4 days, Week 5: 3 days,

and Week 6: 0 days. Furthermore, the first day of Week 4, July 10, had a High

Risk over Vermont. This High Risk was driven by the same system that brought

deadly flooding across PA, NJ, NY and DE the previous day (ex: Medina et al.

(2023) and Espinoza and FOX 29 staff (2023)). Vermont and the surrounding

areas saw prolonged rainfall spanning the two days, thus antecedent conditions

helped to drive the High Risk issuance on July 10; see Fig. 13 to compare the

WPC and FFaIR Day 1 Products. The event resulted in widespread flooding,

washouts of bridges and roadways and mud/landslides; a summary of the event by

the Burlington WFO can be found on their website (Banacos, 2023). Unfortunately,
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FFaIR was not in session for the first day of the event (it was a Sunday) and the

RRFS was unavailable due to domain transition.

Figure 11: Accumulation of MRMS QPE for week 5 (July 31 - Aug 5 2023) of FFaIR
which (A) includes all five days and (B) includes only the days RRFSp1 was available;
i.e. the 24-h period ending at 12 UTC on Aug. 2 is not included. The blue circles in (B)
indicate where there a noticeable differences between the accumulations.

4 Results

The results section will encompass both subjective and objective results from

the 2023 FFaIR experiment. Much of the section will focus on the performance of

the RRFS deterministic model (RRFSp1) compared to the HRRR and NAMnest.

This will be followed by a brief summary of ensemble performance and the evaluation

of the mean products supplied by CAPS. Lastly evaluations related to the MRTP

activity will be discussed.

4.1 Deterministic

As discussed in Section 2.6.1, missing data impacted the ability to compare

models across the entirety of FFaIR. Because of this, data was evaluated across

various date groups (ex. FFaIR Dates and RRFS Dates). This resulted in a

plethora of additional data to analyze. Therefore, all data groups will not always

be discussed, especially when the results are comparable across the date groups.
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Figure 12: [TOP] 500-mb geopotential height (m) and [BOTTOM] sea level pressure
(mb) composite anomalies for [LEFT] June-July 2021, [MIDDLE] June-July 2022, and
[RIGHT] June-August 2023. Composite images created using PSL’s Monthly/Seasonal
Climate Composites Website (NOAA Physical Sciences Laboratory, 2023).

Figure 13: The Day 1 [LEFT] WPC ERO, [MIDDLE] FFaIR ERO and [RIGHT] FFaIR
AERO valid 16 UTC 10 July to 12 UTC 11 July 2023.

4.1.1 24-h QPF

Subjective evaluation for 24-h QPF was only done for the HRRR, NAMnest

and RRFSp1 valid ending at 12 UTC, for their 18z (fhr42), 00z (fhr36), 06z (fhr30)

and 12z (fhr24) cycles, therefore only dates in which the RRFS was available will

be discussed. Table 3 shows the results when participants were asked to pick which

of the three models had the best forecast for a given cycle while Figs. 14 and 15
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Table 3: Results of the 24-h QPF subjective evaluation when participants were asked:
“If you had to pick the best {cycle} forecast, which model would it be?”

summarize the results of the numeric scores given by participants when evaluating

the “goodness” of a model/cycle. When choosing a favorite, the HRRR was picked

the most for its performance for the 18z and 00z cycle while the NAMnest was

picked the most for the 06z and 12z cycles. That said, the 06z cycle the RRFSp1 was

chosen only one less time than the NAMnest, 57 vs. 58 respectively. Surprisingly,

despite the large disparity between the 00z HRRR (chosen best 68 times) and the

RRFSp1 (chosen best 43 times), when breaking it down in terms of the number of

days the model/cycle was picked the most by the participants for the day/cycle,

the two models tied with 10 days each. For the other cycles, the model chosen

most often was also the model that “won the day” the most. Finally, the HRRR

and NAMnest never tied for the “best” model. This differs from the RRFSp1,

which tied with the NAMnest 5 times and the HRRR 3 times across the evaluated

days/cycles. This suggests that overall the participants felt that even when the

RRFSp1 performed well, it was less likely to outright be the best model for the

day/cycle.

Similar results were found when using the mean of each model/cycle’s subjective

score to determine the number of times a model/cycle combination was the daily

winner and the number of times a model had highest average daily score for a given

cycle10; the left side and right side of Fig. 14 respectively. When looking at the

“winner” per cycle, like seen for “pick a winner” in the previous table, the HRRR

was the “best” most often for the 18z and 00z cycles, beating out the RRFSp1 at

10If there was a tie in the average, each model in the tie was counted as a winner of that
day/cycle.

26



00z by 1 (11 vs 10 times being the cycle winner). The NAMnest again had the

most “wins” for both the 06z and 12z cycles. However, in the case of the NAMnest

winning, the HRRR and RRFSp1 looked more competitive for the two cycles than

when the “pick a winner” method was applied. When evaluating the daily winner

across all cycles for the RRFS Dates (Fig. 14A), the 12z NAMnest had the most

“best” forecasts with 5 times, followed by the 12z RRFSp1 with 4 times.

Despite the NAMnest being the daily winner the most times for the 06z and

12z cycles, when looking at the mean across the entirety of the RRFS dates, the

RRFSp1 edged out the NAMnest for these cycles with an average of 6 vs 5.888 and

6.266 v 6.076 respectively; the blue stars in Fig. 15 signify the highest mean for

each cycle. The HRRR has the highest mean for the 18z (5.655) and 00z (6.102)

cycles. Interestingly, despite not having the highest mean for the 06z and 12z

cycles, the highest score most often chosen (7 out of 10) was greater than that for

the RRFSp1 and NAMnest (6 out of 10). Additionally, even though the HRRR

had a high percentage of scores of 7, it’s mean decreased from 6.181 for the 00z

cycle to 5.783 and 5.82 for the 06z and 12z cycles respectively. This tracked the

comments that participants made during discussion, stating that they often felt the

00z run of the HRRR was the best cycle for the model. They also noted that the

HRRR seemed dry, so even though it may have had a good overall rainfall footprint

they would lower its rating due to the sometimes significant under forecast of the

coverage of higher rainfall totals.

Opposing this, the mean subjective scores increased as the fhr decreases for

both the NAMnest (5.444, 5.594, 5.888 and 6.076) and the RRFSp1 (5.594, 5.676,

6, and 6.266). They were also more similar to one another when looking at the

percent of good (≥7), average (5 and 6) and bad (≤4) scores. That said, the

RRFSp1 always had a higher percentage of 6’s for the RRFS Dates than NAMnest

and for all cycles the RRFSp1 had an edge on the NAMnest for the percent of

times it was scores 7 or higher. For the low end scores, it was cycle dependant on

which of these two models had a higher percentage of scores 1-4. This suggests

that the performance of the RRFSp1 more closely followed that of the NAMnest

than the HRRR.
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Figure 14: The number of times each model had the highest average subjective score
for the day for the HRRR (orange), NAMnest (green) and RRFSp1 (light purple), for
the 18z, 00z, 06z and 12z cycles valid at fhr42, fhr36, fhr30, and fhr24 respectively. (A),
(C), and (E) are the number of times a model/cycle combination had the highest average
score for the verification day regardless of cycle. (B), (D), and (F) are the number of
times a model had highest average daily score for a given cycle. Number of dates or
dates times cycle along with the dates evaluated are as follows: RRFS Dates: (A) n = 26
and (B) n = 102, CONUS Dates: (C) n = 17 and (D) n = 64, and NA Dates: (E) n =
9 and (F) n = 38. Note: If there was a tie, then each model was counted as a winner,
therefore the summed counts across the models/cycles will not always be equal to n.
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Figure 15: Results from the subjective verification for 24 h QPF showing the percent
of the time each model received a score from 1 (dark red) to 10 (dark green) for the
RRFS Dates for the (A) 18z, (B) 00z, (C) 06z and (D) 12z cycles valid at fhr42, fhr36,
fhr30, and fhr24 respectively. For each panel, the models are as ordered from left to right:
HRRR, NAMnest, RRFSp1. The number of scores received (N) is plotted below the
model name. The score received the most and the mean score for each model is plotted
long the top. The model with the highest mean for each cycle has a blue star.

In terms of pre-/post-domain change, when examining Figs. 14C-F, the RRFSp1

scored highest for the CONUS dates. while the NAMnest was most likely to win for

the NA dates. When evaluating based on winning scores for the two date ranges

(Fig.16 , there was an increase in the perceived “goodness” of the NAMnest and

RRFSp1 from the CONUS dates to the NA dates, while the HRRR’s performance

worsened between the two time frames. For instance, for the percent of scores (≥7)

the 00z/12z cycles of the NAMnest and RRFSp1 increased from 20.5%/40.5% and

33%/23% for the CONUS Dates to 35%/47% and 23%/40.5% respectively. On

the other hand, the HRRR’s percentage for the same scores and cycles decreased

slightly from 46%/44.5% to 39.5%/40.5%.
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Figure 16: Like Fig. 15 but for (A)-(B) the CONUS and (C)-(D) NA Dates. (A) and (C)
are the 00z cycles and (B) and (D) are the 12z cycles.

The goal of looking at the performance pre-/post-domain change was to see if

changes made to the RRFSp1 during this time impacted the RRFSp1 performance.

However, seeing as how there were also notable differences in the operational models’

performances between the two date sets, it is likely that the driving factor seen in

the change was due to the differences between types of events seen pre-/post-domain

change. Aside from the number of NA Dates (9) being smaller than the CONUS

Dates (15), generally the CONUS domain saw smaller events, both in terms of

precipitation coverage and magnitude (i.e less extreme) than the NA domain dates.

The NA dates saw more precipitation coverage across the country, with MCVs

larger in magnitude and coverage (i.e. more extreme). For reference, in terms of

the MRTP domain pre-/post-change, the number of days that had 1” coverage

>30k km2 was 2/15 days for the CONUS Dates and 6/9 days for the NA Dates.

In general, FFaIR has noted that the HRRR recently has tended to under perform
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in weather regimes like those seen in the NA Dates, whereas the NAMnest tends

to perform better. With a jump seen in the RRFSp1 performance similar to the

NAMnest, this suggests that participants felt that the RRFSp1 performs better

in regimes that drive MCSs/organized convection, at least when looking at 24-h

precipitation totals.

That said, participants noted that the RRFSp1 tended to do a good job

at identifying the overall rainfall footprint across the CONUS, though slightly

displaced. They also felt that despite a reasonable footprint, they did not trust

the magnitudes forecasted, stating they felt the coverage of higher totals was too

large. Therefore, another possibility for why the RRFSp1 saw an increase in the

subjective scores ≥7 could be because since it tends to have a high magnitude bias,

it appears to capture more extreme events. This differs slightly from the NAMnest,

which also has a known wet bias, in that the NAMnest is not known for excelling

at the rain/no-rain footprint but is good at identifying the potential for overnight

MCS/MCV/training/backbuilding events. For example, for the first in the series

of events that impacted the MO region, the NAMnest was the first to identify the

threat of convection developing overnight and diving south across the middle of the

state while neither the HRRR or RRFSp1 suggested heavy rainfall would occur11;

see Fig. 17. Furthermore, even at 24-h out from the valid end time of the event,

the HRRR and RRFSp1 still struggled to identify the risk; see Fig. 18.

In summary, when focusing on 24-h QPF subjective verification, the par-

ticipants felt that the performance of the RRFSp1 fell somewhere between the

HRRR and NAMnest. The overall feeling was that the RRFSp1 was useful in

terms of highlighting the general rainfall footprint (rain versus no rain). Many

participants noted that they felt the RRFSp1 rainfall coverage (both 0.01” and

higher thresholds) was more likely to be displaced from the MRMS QPE than

the HRRR’s. It was also almost always wetter, both in terms of magnitude of

maximum amounts and coverage of 1+ inches, which reminded the forecasters of the

NAMnest. Additionally, the look of the precipitation pattern in the RRFSp1, from

which the evolution of the convection can be inferred, differed from the operational

11This was not unique to this cycle, both the RRFSp1 and HRRR struggled to identify any
risk of heavy rainfall at or around this time no matter the cycle.
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Figure 17: 6-h (A) MRMS QPE and the 18z cycle from 30 July 2023 QPF for the (B)
HRRR, (C) NAMnest, and (D) RRFSp1 valid 06-UTC to 12-UTC 01 Aug 2023. The
purple contour in (B)-(D): the MRMS QPE 1” contoured.

models and MRMS. The NAMnest seemed more realistic in this aspect, even with

its known high bias, according to the participants, with many comments following

the theme of this statement: “it (RRFSp1) presents unrealistic structures that

don’t align with how I expect severe storms to look in modeled environments.”

This included how the precipitation accumulated within the 24-h QPF footprint.
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Figure 18: Same as Fig. 17 but for the 12z cycle from 01 Aug 2023.

Switching from subjective to objective verification, the 24-h QPF performance

diagrams can be seen in Figs. 19 and 20. For these, even though the FFaIR

participants subjectively evaluated only the HRRR, NAMnest, and the RRFSp1’s

24-h, the performance diagrams for the 00z cycle include the OU CAPS RRFS-like

deterministic members (RRFSp3-RRFSP7), the FV3 member of the HREF (FV3
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HREF), and a MPAS-NSSL configuration12. When looking across the RRFS Dates,

going from the 00z cycle to the 12z cycle, the HRRR’s dry bias was worse at the

12Z cycle for the half and one inch thresholds. This agrees with what participants

noted, that they felt the HRRR was often drier at 12z than at 00z. On the other

hand, the RRFSp1’s bias increased from the 00z to 12z cycle at all thresholds. This

increase resulted in the RRFSp1’s bias being nearly identical to the NAMnest’s at

12z; the NAMnest’s bias remained roughly the same between the two cycles.

At 00z, the RRFSp1’s Critical Success Index (CSI) falls between the HRRR

and NAMnest until the 3” threshold, after which its performance compared to the

operational models becomes more mixed. At the 3” threshold, the RRFSp1 has a

higher CSI than both models, while the NAMnest seemingly has no skill. But by

5” (not shown) the RRFSp1 and NAMnest performance is the same, albeit not

good but greater than 0 (bottom left of diagram), which is where the other models

lie. However, it is important to note that the sample size for the higher thresholds

is small. For 12z, the RRFSp1’s bias increased to be similar to the NAMnest,

but with a slightly higher CSI; both models still scored slightly worse than the

HRRR. Like at 00z, at 3+ inches there is variability in the models’ performance

against once another, though again, there are very few events at these thresholds.

One thing that remains constant is that the RRFSp1 and NAMnest continue to

have nearly identical bias for the 12z cycle, with the RRFSp1 minimally wetter

than the NAMnest at these thresholds. When separating into the CONUS and

NA date groups, Fig. 20, two differences jump out. First, there is an the increase

in the overall performance of the NAMnest from Pre- to Post-change, especially

for the 12z cycle. This change follows what was seen in the subjective verification.

In fact, the NAMnest outperforms the other two models in terms of POD for

both cycles at thresholds ≤2 in. Second is the RRFSp1’s bias as it relates to the

operational models. Pre-change, (the left 2 columns in Fig. 20), the RRFSp1’s

bias was either the same or greater than the NAMnest for both the 00z and 12z

and at all thresholds, but with a higher POD/CSI. However, when looking at the

Post-change Dates, differences can be seen between the two cycles and thresholds.

12Reminder, the FV3-HREF and the MPAS-NSSL were not part of the formal evaluation for
FFaIR; see Section 2.4
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At 00z the RRFSp1’s bias shifts to be closer to the HRRR’s for the half and one

inch thresholds, even having a slight dry bias at half inch (not shown). For the

same thresholds but for the 12z cycle, the RRFSp1’s bias also shifts to be drier

than the NAMnest, but still remains closer in magnitude to the NAMnest’s bias

than the HRRR’s. For both cycles, at thresholds ≥3 in the bias of the RRFSp1

and NAMnest are nearly identical, like that seen in the CONUS and RRFS Dates.

Overall, both the subjective and objective verification, which was done over the

full CONUS for 24–h verification, would suggest that the RRFSp1’s performance

lies somewhere between the NAMnest and the HRRR. When looking at the

characteristics of the performance diagrams, there was a shift in how the models

performed relative to one another depending on the cycle and over what date

group was examined; this was very similar to what was noted in the subjective

results. Although the three models saw a general increase in CSI from 00z to

12z, there was a shift in their biases between the two cycles; the HRRR trending

overall drier, the RRFSp1’s trending overall wetter and the NAMnest’s staying

relatively similar. One constant in the performance is the NAMnest was nearly

always positioned to the lower left of the HRRR and RRFSp1, thus one could infer

that the forecasts were generally worse. However, subjectively the participants

often picked the NAMnest as the best forecast. This discrepancy most likely is

driven by three things: (1) the participants’ ability to factor in what they consider

to be the important aspects of the forecast. (2) How useful they feel the forecast

is. (3) Unlike when using the performance diagrams they are not evaluating the

forecast at specific thresholds but rather at all thresholds simultaneously, thus

comparing how the higher magnitude QPF pattern fits within the lower values and

their conceptual model of what the precipitation pattern should look like given

how the event evolved.

Using the 24-h period from 12-UTC 31 July to 12-UTC 01 Aug 2023 as an

example to show how (1) and (2) could play out, the 24-h MRMS QPE and the

HRRR, NAMnest, and RRFSp1 12z QPF can be seen in Fig. 21. Looking at the

MRMS QPE, it is clear there was a heavy rainfall event in MO. Other rainfall was

generally scattered with pockets of strong convection. For this event, participants

felt the NAMnest performed the best in MO, stating that it nearly nailed the
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magnitude and location of the event while the other two models seemed to struggle.

The only other location in the CONUS they discussed was over CO and this

discussion was minimal. This suggests that a large part of what the participants

used to evaluate the model’s forecast was the MO event. The winner for this cycle

was the NAMnest, with 4/5 of the participants that were assigned to review the

NAMnest this cycle voting for it; all participants were part of the oral discussion

that was aforementioned. However, when looking at the CSI for the day (in the

bottom left of each model’s QPF image) one can see at the three models were

comparable to one another at the quarter, half, and one inch thresholds. This

suggests that looking at the performance diagram alone is not enough to understand

the true goodness or utility of a model/forecast.

Although this is just one case, the discussions during the verification sessions

generally followed suit. Generally, if there was an area that the group (or participant)

felt was the most important to get right, the best model was the one that was

closest to getting that event right13. Objective analysis does not work like this and

thus will not always align with the subjective results. Therefore it is important to

not only rely on one method or the other to evaluate model performance; instead

work to meld what the two methods are showing to understand the complete picture

of model performance.

4.1.2 6-h QPF

As stated in Section 2.6, the subjective evaluation encompassed all the op-

erational and experimental models that were available. However, aside from the

RRFSp1, the experimental data was only provided by the model developers for the

00z cycle. It also differed from the 24-h QPF verification in that was was not done

over the entire CONUS (with a few exceptions) but rather over the MRTP region.

Also, the 6-h time frame was not constant, it changed depending on the valid time

for the MRTP; see Table 2 for the verification periods.

13There are some exceptions of course. For instance if the NAMnest had no rain anywhere else
in the domain but over MO, it is highly unlikely that the participants would have picked this
model as the winner.
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Evaluating the models in terms of number of times they had the highest

average score for a given cycle/day (Fig. 22) across all 6 weeks of FFaIR, every

model but the RRFSp7 was a cycle ”winner” least once. For 00z, the HRRR

was the most likely to have the highest average score (10 times), followed by the

NAMnest (9) and the RRFSp1 (7). Of the CAPS deterministic members and the

NSSL-MPAS, the RRFSp4 had the most “wins” with 3. For the 06z cycle, the

RRFSp1 had the highest average score the most times at 12 days, with the HRRR

and NAMnest tying with 9 times each. For the 12z cycle, the HRRR lead the way

with 12 times, followed by the NAMnest (10) and the RRFSp1 with 6. A similar

pattern is seen when only looking at the RRFS Dates, with slight changes to how

the HRRR and NAMnest compared to one another at 00z and 06z, with the HRRR

and NAMnest tying for most “wins” at 00z and the NAMnest pulling ahead of the

HRRR for number of winds at 06z. Lastly, just as was seen with the 24-h QPF

evaluation, the NAMnest went from winning the least amount of times at the 12z

cycle for the CONUS dates (not shown) to winning the most times at the 12z cycle

for the NA dates. Interestingly, for the 06z cycle the RRFSp1 won the most for

the NA dates when looking at the 6-h verification but won the least when looking

at the 24-h verification.

Fig. 23 shows the distribution of the subjective scores for the 00z cycle, for the

FFaIR (top) and RRFS (bottom) Date groups. Along the bottom of each chart is

the number of times the model received a score. Note that for the FFaIR Dates, the

RRFSp1-RRFSp7 all have around the same number of scores while the NSSL-MPAS

has a total that falls between the operational and the other experimental models.

Meanwhile for the RRFS Dates, the RRFSp3-RRFSp7 (i.e. the CAPS runs) have

half the number of scores that the RRFSp1, HRRR and NAMnest have. Again,

the NSSL-MPAS totals falls between these two groups. This means that aside from

the HRRR, NAMnest, and RRFSp1 for the RRFS Dates, the events that drive the

distributions are not comparable among the models.

With that in mind, for the two date groups in Fig. 23 the HRRR had the

highest mean (4.9/4.715) followed by the NAMnest (4.514/4.556). Focusing on

the All FFaIR dates, the RRFSp4 had the third highest mean with 4.455 followed

by the NSSL-MPAS (4.391) and the RRFSp1 (4.243). Even though the RRFSp4
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Figure 22: The number of times each model had the highest average subjective score for
the day for the 00z, 06z and 12z cycles for their 6-h QPF valid during the MRTP time
period for all 6 FFaIR weeks (top) and RRFS Dates (bottom).

has a higher mean than the NSSL-MPAS and the RRFSp1, it was less likely to

receive a score of 7 or higher than them, each receiving these scores 15%, 21%,

and 17% of the time respectively. On the lower end of the spectrum, the RRFSp4
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and NSSL-MPAS scored 4 or less roughly 51% of the time, with the RRFSp1

around 56%. For reference, the HRRR and NAMnest saw scores ≥7/≤4 roughly

22%/43% and 17.5%/56% of the time, respectively. When shifting to the RRFS

Dates, the RRFSp4 (3.865) was the best performing of the CAPS models, while

the NSSL-MPAS (4.257) and RRFSp1 (4.243) have higher means.

Furthermore, when evaluating the NA Dates (not shown), which is the time

period in which the NSSL-MPAS and RRFSp1 have practically the same number

of scores, the NSSL-MAPS has a mean of 4.473 while the RRFSp1’s mean was

3.491. These were both less than the HRRR (4.517) and the NAMnest (5.034). It

is only when CONUS dates (not shown) are evaluated, when there were roughly 30

less scores recorded for the NSSL-MPAS than the operational models and RRFSp1,

that the RRFSp1 had a higher average score than the NSSL-MPAS, 4.785 vs. 4.037.

The HRRR and NAMnest had an average score of 4.861 and 4.226 respectively for

these dates. Interestingly, even though the NSSL-MPAS’s mean is higher than the

RRFSp1 for all but one date group, it only once had the highest average daily mean

for the 00z cycles. It is unclear why the NSSL-MPAS was rarely the “winner” of the

day despite it seeming to perform better across the experiment than the RRFSp1,

which had a comparable number of “wins” to the operational models. Perhaps

it suggests that the NSSL-MPAS is more likely to have a ”middle-of-the-road”

forecast while the RRFSp1 is more likely to score either quite high or quite low.

For the 06z and 12z cycles, as stated earlier, only the HRRR, NAMnest, and

RRFSp1 were evaluated. Their subjective performance for the RRFS Dates can

be seen in Fig. 24A-B. For 06z, the average scores for the models were basically

within 0.1 of each other. In fact, the HRRR and RRFSp1 were essentially tied

with means of 4.645 and 4.65 respectively. For 12z, like what was seen in the

24-h QPF evaluation, the NAMnest (5.014) and RRFSp1 (4.993) pulled ahead of

the HRRR (4.786). When going from CONUS to NA Dates, the NAMnest goes

from having the lowest mean of the three models to having the highest for both

the 06z and 12z cycles. Across all models and both cycles, the subjective average

decreased from CONUS to NA Dates, aside from the 12z NAMnest. When looking

at Fig. 24C-D, 12z CONUS and NA domains respectively, the HRRR becomes

more skewed towards the lower end of the “goodness” scale (to the left). The
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Figure 23: Like Fig. 15 but for 6-h QPF subjective verification scores for [TOP] all 6
FFaIR weeks and [BOTTOM] RRFS Dates.
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NAMnest changes to being skewed slightly right, with a jump in the number of

times it received a high score of 8 or 9. Meanwhile the RRFSp1 skewness shifted

slightly left towards more average and lower end scores, though the change in the

distribution of its scores was less exaggerated than seen in the operational models.

Figure 24: Like Fig. 15 but for 6-h QPF subjective verification scores for the for the
RRFS Dates for cycles 06z (A) and 12z (B). (C) and (D) are the 12z cycle score for
CONUS and NA Dates respectively. Reminder, for each panel, the models are as ordered
from left to right: HRRR, NAMnest, RRFSp1.

As discussed previously, the availability of experimental data was inconsistent,

with data missing for a week or more across the FFaIR dates for most of the

models, and the CAPS models (RRFSp3-7) and the NSSL-MPAS were only run

for the 00z cycle. Additionally, the evaluation of the RRFSp1 was the top priority

of FFaIR. Therefore, the 6-h performance diagrams and following discussion will

focus on the HRRR, NAMnest, and RRFSp1 for RRFS Dates. The performance

diagrams for the four synoptic 6-h windows (12-18, 18-00, 00-06, and 06-12 UTC)
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can be seen in Fig. 25. Since the performance diagrams only show the synoptic

6-h windows, the 6-h time period which saw the greatest rainfall might span two

forecast periods. Additionally, these performance diagrams show scores for the full

CONUS rather than the region of interest as was done for the subjective verification.

For a summary of how the models/cycles performed for higher end 6-h rainfall

events (aka during the MRTP time periods), please referred to Section 4.4.1.2.

Depending on the cycle, 6-h time period, and threshold, the operational model

that scored most comparably to the RRFSp1 varies. Therefore it is difficult to

make overarching statements about its performance compared to the operational

models. However, there are a few things that are worth noting. First is the

shift of the RRFSp1 bias from the afternoon (18-00 UTC) to the late night/early

morning hours (06-12 UTC). As the forecast shifts across the three 6-h windows,

the RRFSp1’s bias at all thresholds changes from having a noticeable wet bias

(often wetter than the NAMnest) to having a slight dry bias. For example, looking

at the one inch threshold (middle row in Fig. 25), the RRFSp1 for all cycles has a

bias between 1.5 and 2 for 18-00 UTC but by the last 6-h period (06-12 UTC) the

bias is approximately 0.75. Although both the HRRR and NAMnest also tend to

shift to a drier bias across the time windows, the shift is less drastic. The NAMnest

shifts from left of a bias of 1.25 to right of it, while the HRRR shifts from around 1

to 0.75.

Next is the change in performance across the different cycles. As lead time

decreased, which in this case refers to moving from cycle initialization at 18z to

12z, the model performance tended to improve. However, the manner in which the

performance got better (aka closer to the upper right corner of the diagram) varied

across the models, as well as for the 6-h time periods and thresholds. Overall,

for all but the first 6-h window (first column in Fig. 25) the differences between

the cycle runs for each model generally were mostly in the SR and POD scores,

while bias remained fairly constant. However, for the first 6-h window (12-18 UTC)

similar trends are not seen among the models as the cycle initialization changes.

The HRRR’s forecast performance varies depending on the cycle, with perhaps

the only trend being that the 06z forecast is always the worst performing of the 4

forecast cycles across each threshold. Opposing this, the 18z, 00z, and 06z cycles
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of the NAMnest and RRFSp1 tended to be clustered by model on the performance

diagram; though there was more separation among the three cycles for the RRFSp1

than the NAMnest. For their 12Z cycles, each model saw a dramatic increase in

CSI.

Continuing the analysis of the model/cycle performance for the 12-18 UTC

time period, it is important to note that this time frame is unique in two ways.

First, there is generally a lull in precipitation from 12-18 UTC in the warm

season, with most overnight convection dying out and daytime heating to initiate

convection lacking. Typically, precipitation during this time period is driven by

a well developed system, like a MCS or MCV. Models tend to struggle in both

the longevity of these features and their propagation speed. This might suggest

that the NAMnest and RRFSp1 are relatively constant across the older cycles with

evolution of large scale systems as they progress into the overnight hours (based

on the clustering), while the HRRR is less consistent. Or that the the HRRR is

less likely to maintain MCS/MCV strength.

Secondly, the 12-18 UTC time period represents the first 6 forecast hours of

the 12z cycle. The first 6 hours of the forecast are typically when the influences

of the DA system are most apparent. Therefore, the impact of the various DA

systems and how the models respond to them is likely being seen. As one would

expect, each model’s CSI is the highest for the 12-18 UTC period, but as noted

previously, the jump in CSI was more drastic for the RRFSp1 and NAMnest than

the HRRR. Additionally, the RRFSp1 has the highest CSI and POD for the 12z

cycle of the three models. At first glance, this jump in CSI would represent a

positive outcome, but there are characteristics of this jump that are disconcerting.

The increase appears to be driven by an increase in POD with SR remaining

relatively static, thus resulting in an increase in the bias relative to the other cycles.

The NAMnest, on the other hand, sees an increase in both SR and POD, keeping

it’s bias similar to the 3 previous cycles. Combined, this suggests that the RRFSp1

does a better job at sustaining ongoing convection that is cycled into the model

during its DA process than the operational models. However, this is likely the

result of it overdeveloping the convection present at initialization.
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This conclusion is supported by the results of the analysis done in the 2023

HWT SFE and in FFaIR on comparing the impacts of DA on the forecast for

the HRRR and RRFSp1 (called the RRFS in the 2023 HWT SFE). Though, for

FFaIR, as stated in Section 2.6, technical difficulties resulted in the DA evaluation

being completed for only the first 3 weeks of FFaIR. The HWT SFE Final Report

noted that participants regularly commented that “simulated reflectivity in RRFS

was too high, and that RRFS often had spurious storms” (Clark et al., 2023).

Similar feedback was given by FFaIR participants, with a large emphasis on the

tendency of the RRFSp1 to overdevelop ongoing convection, thus leading to a wet

bias. Comments like the ones listed were common during the evaluation:

• “The RRFS seemed to initialize better over the first few hours with location

but had a wet bias with high intensity. The HRRR seemed to do better with

time and had more realistic intensity, and possibly a slight dry bias.”

• “Too many and too intense storm cores in the RRFS compared to the the

HRRR, while both still had too much coverage compared to MRMS.”

• “The RRFS shows the lower dBZ much better than the HRRR. The RRFS

though also runs very hot in convective cells that do form (very high dBZ)

whereas the HRRR is a bit more moderated (maybe 55 vs 65 dBZ) for single

cells.”

• “The RRFS did slightly better than the HRRR at maintaining strength in

some of the storms, but I’m not sure if this is a model positive or if it ties

into the overall wet bias of the RRFS. Every convective cell appears to max

out reflectivity and be much heavier than MRMS obs.”

Even though formal evaluations were never performed for the 6-h time window

being discussed presently (12-18 UTC), it helps shed light on how DA could be

impacting the results seen for the 12z cycle.

The last participant comment listed above emphasizes some of difficulties faced

when analyzing the results (both subjectively and objectively) of the RRFSp1. Is a

high wet bias and a model that tends to over develop convection acceptable as long

as it has a high POD and CSI? What is the bias that would be acceptable? Is the
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model still providing useful information, even if it has an abundance of erroneous

convective strength and precipitation? Is it okay that the model gets something

right for the wrong reasons? These questions are not meant to be answered here,

but rather to point out considerations that should be discussed when considering if

a model should be transitioned into operations.

4.1.3 Additional Analysis of QPF

Like last year, the QPF was examined outside of the traditional contingency

table methods. Figure 26 shows the survival functions for 6-h and 1-h QPF for

both the 2022 and 2023 Testbed seasons. Comparing the MRMS from 2022 to

2023 reinforces the change in precipitation patterns between the two years, with

2023 seeing more cases of 6-h totals exceeding a foot, but less instances of high

hourly totals. For 6-h totals, the count/hour is similar between the two years until

roughly 5 in. At this accumulation the number of occurrences decreases faster for

2022 than 2023. For 1-h, counts for the two years remain similar until ∼4.25 in,

then the 2023 occurrences decrease faster than 2022.

The HRRR and RRFSp1 for 6-h QPF did not follow what was seen in MRMS,

with model maximum QPF decreasing from 2022 to 2023. For the RRFSp1 this

resulted in a move closer to the MRMS line from 2022 (MRMS shifted up while

RRFSp1 shifted down). These opposing shifts resulted in the difference in the

maximum between MRMS and the RRFSp1 decreasing, from ∼7.75 in to ∼4.5 in.

The RRFSp1 2023 closely resembled MRMS until roughly 9 in, as opposed to

diverging from MRMS at 2.5 in last year. After 9 in the curve becomes flatter than

than MRMS, denoting a wet bias. Opposing this, the HRRR shifted from having a

slight wet bias beginning around 7 in last year to having a dry bias (lower counts

of accumulations than MRMS) until around 15 in, yet its overall slope was similar

to MRMS.

For 1-h QPF, both models show a general decrease in hourly totals from 2022

to 2023, which also follows the trend in the MRMS. Additionally, the HRRR and

RRFSp1 crossed the MRMS curve at approximately the same location for both

years, between 3 and 3.25 inches for the HRRR and between 1.75 and 2 inches for

the RRFSp1 (representing a change in character from under to over forecasting).
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Figure 26: 6 hourly (top) and hourly (bottom) QPE/QPF survival function for the 2022
(dashed) and 2023 (solid) Testbed Seasons over the CONUS comparing MRMS (black),
HRRR (red) and RRFSp1 (purple). On the y-axis is the counts per hour and on the
x-axis is the 6 or 1-h precipitation accumulation.

However, the characteristics of the decrease in the occurrences from 2022 for the

two models was noticeably different. The HRRR’s shift between the two years

more closely resembles the MRMS change, in terms of slope change and maximum

hourly total (∼3.5 in vs ∼4.5 in). For MRMS the maximum hourly total decreased

from 7 in to ∼5.5 in while the HRRR decreased from ∼8.5 in to 6.75 in. The
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RRFSp1, on the other hand, only had a small change in the slope of the curve

from 2022 to 2023. So although the number of higher hourly totals decreased

between the two years, it was less of a decrease than seen in the HRRR or MRMS.

Furthermore, the maximum hourly total actually increased slightly in the model,

rather than decreasing. Combined, with what was seen for the 6-h comparison,

this suggests that the 6-h totals are largely driven by short duration rainfall in the

RRFSp1 rather than steadier rain over a longer period of time. It also suggests

that although the wet bias appears to have decreased in the RRFSp1, the problem

of over forecasting high hourly accumulations is still present.

Rainfall over the diurnal cycle can be seen in Fig. 27; coverage means that both

rain and no rain (zeroes) were included in the average while intensity means only

accumulated precipitation was included in the average (i.e. no zeroes). For MRMS,

the average precipitation decreased in both coverage and intensity for 1 and 6-h

totals from 2022 to 2023 across the entirety of the diurnal cycle. An exception is

hourly coverage (bottom left) from around 18z to 03z, which saw nearly the same

average hourly precipitation between the two years. The HRRR followed a pattern

similar to this from 2022 to 2023.

On the other hand, the changes from 2022 to 2023 for the RRFSp1 differed

across the diurnal cycle. The peak of the average rainfall shifted right (i.e. later)

from 2022 to 2023 to be better aligned with the observed diurnal cycle of convective

initiation, especially in terms of coverage. However, along with the shift, there was

also an increase in average precipitation in terms of both coverage and intensity.

During the typical lull in convective initiation, from approximately 06 UTC to

18 UTC, the average decreased from 2022 to 2023. For coverage, this decrease

actually brings the RRFSp1’s average precipitation nearly to the HRRR’s totals,

which is not ideal given how notable the dry bias is in the HRRR.

The difference between the two years for the RRFSp1 in terms of intensity was

relatively small, though, like with the average precipitation coverage, the average

hourly rate was lower during the less convective times of the day in 2023 for 6-h QPF.

Differing from the 6-h rainfall in 2022, the intensity of the RRFSp1’s QPF shifted

from being similar near the peak of the diurnal cycle to being 0.005 in 6h−1 greater
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Figure 27: Diurnal analysis of the average 6 hourly (top) and hourly (bottom) QPE/QPF
for the 2022 (dashed) and 2023 (solid) Testbed Seasons. [LEFT] coverage (zeros included
in average) and [RIGHT] intensity (zeros NOT included in average). MRMS (black),
HRRR (red) and RRFSp1 (purple). Note: the average hourly precipitation are scaled
differently for each of the images.

than MRMS (note that this is across the whole CONUS, so averaged values are

expected to be small). This differs from the HRRR which is 0.007 in 6h−1 less than

MRMS. For hourly intensity, the difference between MRMS and RRFSp1 at their

respective peaks also increased from 2022 (0.00025 in h−1) to 2023 (0.0005 in h−1).
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Therefore, like last year, the RRFSp1 still appears to generating convection that

is too intense. Since the greatest intensity is seen in the 1-h averages, this further

supports the conclusion from the survival diagram analysis that short duration

rainfall is likely driving the 6-h totals, rather than more steady precipitation. It

also suggests that even though the RRFSp1’s curve shifted closer to MRMS from

2022 to 2023, there was not a substantial difference seen in the slope. This is

troublesome, given that the conditions that allowed widespread pulse thunderstorms

(aka popcorn convection) was not as prevalent as it had been in previous years; see

Section 3. That is not to say that popcorn convection did not occur; it just means

that unlike last year when nearly every day somewhere in the southeast experienced

pulse thunderstorms, those days were much rarer in 2023. The exception to this

would be over Florida. An example of on such day can be seen in Fig 28, with

scattered storms across the southeast.

The aforementioned conclusion does correspond with trends seen by the FFaIR

team and noted by participants: 1) convective cells did not appear as large as in

previous years; instead the cells were small but still intense. Because they were

smaller, the coverage of these high precipitation cells appeared to be less. Again,

referring to Fig 28, more instances of ≥2.5 in can be seen in the RRFSp1 forecast

than in the operational models or MRMS. This is especially noticeable over western

Florida. 2) The “look” of the QPF footprint often did not fit the participants’

perceived conceptual model of how rainfall should evolve across an event. For

instance, in the end-of-the-week survey, a participant wrote “The storm structures

in RRFSp1 did not match MRMS (storms were too big/too many). The location

of rainfall tended to be off as well.” Another wrote, “RRFSp1 struggled with storm

structure, even in the first few hours.”

4.1.4 Precipitation Rates

In the past two FFaIRs, unrealistically high instantaneous (prate) and maxi-

mum (pmax) precipitation rates were identified in the RRFSp1. It was thought

that these high rates were happening over multiple timesteps within the hour,

thus helping to drive the high hourly totals and the overall wet bias seen in the

RRFSp1. Thus the RRFSp1 pmax was compared against the NAMnest (HRRR
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doesn’t output pmax) and the RRFSp3 and RRFSp4; the latter two were used

since they have the same model core as RRFSp1.

However, this year the prate/pmax values appear to be more reasonable.

Across the various convective patterns that were observed during FFaIR, it was

found that the values tended to fall between the maximum values seen in the

MRMS and those seen in the NAMnest, generally staying below 20 in h−1. Though

the maximums did still tend to be larger than the RRFSp3 and RRFSp4 values.

When asked about the footprint of the pmax and the maximum value compared

to MRMS, participants nearly always said the overall footprint was smaller than

MRMS but the maximum values were still higher. They also noted that rates of

3-4 in h−1 seemed to appear less in all models than observed. An example of this

can be seen in Fig. 29.

Also noted last year was that the RRFS ensemble members tended to see even

higher pmax values than the RRFSp1; there were instances of ensemble members

reaching up to 200 in h−1, though rates this high were often confined to the first

hour or two after initialization. This year, the highest rate from an ensemble

member was 80 in h−1. A more typical high value was around 52 in h−1, like that

shown in the pmax daily plot for 02 Aug 2023 in Fig. 30. The changes made to

the RRFS over the past year appear to have helped improve the high precipitation

rate issue in the model, though the wet bias in terms of QPF still remains, so the

factors driving this still need to be identified.

4.2 Short Summary on RRFSp1 QPF Findings

In general, subjectively the RRFSp1 has improved since last year. Participants

felt that typically the RRFSp1 did a good job with the overall spatial distribution

of precipitation but still tended to have unreasonable maximum precipitation rates,

so they found it hard to trust. They also noted that there was still a speckled

look to the precipitation, even in regimes that don’t support it. In terms of the

subjective verification, the “best” model for 24-h QPF at times differed from the

6-h “best” QPF. The HRRR and RRFSp1 had highest averages for 24-h QPF, while

the NAMnest generally had higher scores for 6-h, both in terms of distribution and
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Figure 29: 6-h maximum of (A) MRMS-GC precipitation rate and (B) NAMnest, (C)
RRFSp1, and (D) RRFSp4 model pmax valid 0000 UTC 08 Aug 2023.

averages. This difference likely stems from two things: first that 24-h accumulations

can often “hide” errors such as precipitation timing, location, size in forecasts of

specific events. For example, if there were two events were observed over a similar

area in 24-h, the events would look like one event. But when looking at the events

individually, it might be found that for the first event the model coverage was too

small and shifted south but for the second event it was too large and covered both

areas of observed rainfall. This could result in the 24-h totals looking similar to

observations even though location and size for each individual event was incorrect.
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Figure 30: PMAX for the RRFS deterministic (black dots) and ensemble members (color
by member) for each cycle on 2 August 2023; cycle order from top to bottom: 00z, 06z,
12z, 18z. On the top of each panel is a summary table that shows the Min and Max
pmax from the deterministic and the ensemble members. Dashed lines at 15, 30 and
45”/hr are shown for reference. Gray patches indicate night time for each cycle; here
defined from 00 UTC to 12 UTC.

Secondly, the 24-h QPF was evaluated over who CONUS while the 6-h QPF was

over the MRTP domain, for a single, usually extreme rainfall event.

Additionally, in both the subjective and objective verification, the performance

of RRFSp1 compared to NAMnest shifted when looking at the dates before and
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after the change from the CONUS domain to the NA domain in RRFSp1. Though

it is possible the change in domain had an impact on the RRFSp1’s performance,

it is more likely that the change in the type of events between the two time periods

was the reason. For the CONUS domain dates, spatially smaller, less organized

heavy rainfall events were seen while the NA domain had better organized and

larger scale heavy rainfall events. For example, over the MRTP domain, 6-h rainfall

of 1 in or greater over >30,000 km2 occurred on 2 of the 15 days for the CONUS

domain but 6 of the 9 days for the NA domain. Furthermore, when looking at the

24-h rainfall totals for the NA domain days, there was very little rainfall across

the CONUS outside these MRTP regions, so they were large drivers in how the

participants scored the models and in the overall contingency table statistics.

Analysis of 6-h and 1-h rainfall survival functions and average rainfall for the

CONUS over the diurnal cycle (in terms of coverage and intensity) show that the

RRFSp1 continues to have a wet bias driven by short duration, intense rainfall. The

survival function in Fig. 26 shows a decrease in observed hourly accumulations >3 in

from 2022 to 2023. However, unlike MRMS, the maximum hourly accumulation

from 2022 to 2023 in the RRFSp1 increased slightly. This differed from the the

6-h MRMS observed counts, which saw an increase between the two years of

accumulations ≥5 in. Meanwhile RRFSp1’s counts decreased between the two

years starting around 5 in, resulting in slope and counts similar to MRMS until

10 in. The results suggest that for the 2023 Testbed season, MRMS 6-h totals

at the higher accumulations were mostly driven by prolonged rainfall across the

time period, while intense hourly totals tended to drive the 6-h totals seen in the

RRFSp1. This was further supported when comparing the coverage of rainfall

at both thresholds to the intensity across the diurnal cycle; see Fig. 27. Hourly

average QPF from the RRFSp1 increased from 2022 to 2023 despite it decreasing

in MRMS. This is particularly troublesome, given that popcorn convection was

not as abundant this year due to abnormally low heights over the eastern CONUS,

and it has been thought that the RRFSp1’s overzealous forecasting of popcorn

convection was driving the intense hourly totals seen.

Finally, at the end of the week participates were asked how they felt the RRFSp1

performed compared to the HRRR and NAMnest for their week. Figure 31 shows
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the results from this question; note that there are no comments from week 4 of

FFaIR due to the RRFSp1 being unavailable. Overall participants felt that the

RRFSp1 performed similar to the NAMnest but slightly worse than the HRRR.

They were also asked to provide comments on the performance of the RRFSp1

and if they noticed any biases in the model. Overall, comments from the CONUS

domain dates (more synoptically driven events) were more neutral to positive. For

the NA domain dates (more MCS/MCV driven, larger scale events), the comments

were more negative for the RRFSp1, while there was praise for the performance

of the NAMnest. Below are some comments that summarize the overall feedback

about the RRFSp1.

• “RRFS and NAM(nest) seemed to perform similarly, though with different

looks to them.”

• “The RRFS was comparable to the NAMNest, but when the Nest was properly

placed, it was typically better...but when it was not, it was severely worse.

The RRFS was typically close in placement overall.”

• “It was definitely consistently way too hot in terms of precip totals. And its

spatial distribution was a little odd. The storms it produced were unrealisti-

cally small and intense with precipitation.”

• “The storm structures in RRFSp1 did not match MRMS (storms were too

big/too many). The location of rainfall tended to be off as well.”

• “RRFS is still a little ”hot” in precip areas, but at least didn’t miss as many

areas as HRRR did. ”

• “In general, sometimes the RRFS nailed the forecast given very specific

parameters/conditions. But overall looking at the bigger picture, the HRRR

and NAMNest especially outperformed the RRFS.”

• “There were times when RRFSp1 was the best model, but overall the QPF

amounts tended to be high and I did not perceive there to be any advantage

in placement vs. the other models.”
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Figure 31: Results from the end of the week survey sent out to the participants, asking
them to rate how they felt the RRFSp1 performance compared to the HRRR and
NAMnest for their week. Here the RRFSp1 is the baseline, a score of 1 means the RRFS
was much worse than either the HRRR or NAMnest while a score of 5 means the RRFSp1
was much better.

4.3 Ensemble

As mentioned in Section 2.3, the experimental ensemble data was available

inconsistently, thus it is difficult to do a proper comparison of the ensembles

against each other or against the HREF. Additionally, before analysis from FFaIR

could be completed, the RRFS team had decided to change from the planned

single physics, time-lagged ensemble (RRFSe1tl) to a multi-physics ensemble that

differed from both the RRFSe2 and RRFSe2tl seen in June of FFaIR. This RRFS

multi-physics ensemble configuration includes membership from the HRRR, both

current and time-lagged runs. Thus none of the ensembles evaluated in FFaIR are

being considered by the RRFS team to be the ensemble for RRFSv1. As for the

CAPS RRFSe, the probability files provided did not include a smoothed probability

field, resulting in a different look to the field compared to the other ensembles; see

Fig. 32. Participants noted that trying to compare the unsmoothed probabilities to

smoothed probabilities was difficult. Consequently, only a brief analysis of ensemble

performance will be provided.

Figure 33 shows the 00z confidence ranking for all of FFaIR (top) and days

in which the CAPS RRFSe was available (bottom) since it was the experimental
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Figure 32: (A) 6-h MRMS and (B) HREF, (C) RRFSe1tl, and (D) CAPS RRFSe
probabilities of 1 in 6 h−1 valid 12 UTC 09 Aug 2023. Dashed contour in (B)-(D) is the
MRMS 1 in.

ensemble that was available the most consistently. The all-FFaIR results will not

be discussed, nor will the RRFS ensembles from EMC, but they are provided for

completeness. Over the CAPS dates, the probability of exceeding 1 in 6 h−1 which

provided confidence in the forecast was about the same for the HREF and the

CAPS RRFSe. However, for the higher probability evaluated, 5 in 6 h−1, the HREF

was the most likely of the two ensembles to provide confidence in the forecast for

the participants. 55% of the time, participants felt the CAPS RRFSe provided

little confidence (scores of 2 or 1) in the forecast for 5 in 6 h−1. Meanwhile 50% of

the time the HREF provided confidence (scores of 4 or 5) in the forecast.
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Figure 33: Like Fig. 15 but for the 00z ensemble subjective verification scores. (A)-(B)
are for FFaIR Dates and (C)-(D) are specific to the days the CAPS RRFSe was evaluated.
(A) and (C) are for 1 in 6 h−1 and (B) and (D) are for 5 in 6 h−1.

Although not shown, performance diagrams of the 24-h PMM and LPM means

were done over all FFaIR dates for all the ensembles14. For the HREF, the PMM at

all thresholds evaluated always had a higher CSI than the LPM, with a slight wet

bias seen in the PMM and a slight dry bias seen in the LPM. This is consistent with

past FFaIRs. Opposing this, the CAPS RRFSe LPM always had the higher CSI

while both of the means hovered around a bias of 1. Last year, the CAPS RRFSe’s

means were not evaluated but were in 2021 (though the configuration differed

greatly and was called the SSEF). In the 2021 FFaIR experiment, the performance

of the PMM and LPMM means followed that of the HREF. Additionally, although

the sample size is smaller, ensemble evaluation this year found that the RRFSe1tl

means performed like the HREF, with the PMM having a higher CSI than LPM

14The HREF was available for all 30 days. The CAPS RRFSe had 25 days of availability. The
RRFSe1tl had the most of all the RRFS ensembles at 11 days.
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and a high bias for the PMM and a low bias for the LPM. Thus, it is unlikely

that the differing model cores in the HREF (multiple cores) and CAPS RRFSe

(FV3 core only) drove this difference. It would be useful for the CAPS team to

examine why the bias of the CAPS RRFSe PMM and LPM means did not follow

convention.

4.3.1 OU CAPS Mean Products

Using a spatial alignment method, the CAPS team supplied two additional

means, referred to as the SAM and SAM-LPM, with their ensemble product data

aside from the typical set of means (the arithmetic mean, PMM mean and the

LPM mean). The SAM and SAM-LPM were compared against the regular mean

and LPM mean from the CAPS RRFSe and HREF. The results from subjective

verification of the ensembles and their means can be seen in Fig. 34. Comparing

the HREF and CAPS RRFSe means to the CAPS RRFSe SAM, the differences

are relatively small. However, comparing the CAPS RRFSe mean to the SAM, the

SAM increased in the number of times participants felt that the “footprint looks

similar to observed” while decreasing for “footprint is larger than observed”, with

little change in how they viewed the shape of the footprint. This suggests that the

participants felt the SAM methodology shrunk the footprint while retaining its

shape. A similar shift, but greater in magnitude, was also seen when comparing

the LPM and SAM-LPM. This corresponds with what participants noted in their

comments, often stating that they felt that the SAM methods helped decrease the

coverage of the light precipitation. It seemed to be a wash on whether or not this

feature of the two SAMs was useful. For instance, one participant noted “The SAM

definitely is a little less detailed than the regular CAPS, and the SAM LPM was

definitely a little too ”washed out”. Someone else stated, “the SAMs are pretty

good at not having too large of a low value field.”

Another difference can be seen in the how the participants felt the magnitude

of the maximum accumulation compared to observations for the various LPM

means. For both the HREF and CAPS RRFSe LPMs, the general feeling was that

the maximum was about the same or slightly lower than observed. However, for

the CAPS RRFSe SAM-LPM, the choice that was picked the most in terms of
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Figure 34: The number of times each type of ensemble mean fit the given description for
the 2023 FFaIR dates that the CAPS RRFSe was available.

maximum magnitude by the participants was “Maximum is higher than observed.”

Based on discussion during the experiment and written feedback, participants

didn’t always choose this option because the value of the magnitude was too large

but instead picked this option because the aerial extent of the higher values was

too large. This also impacted how they scored the footprint size question. Some

participants noted they would pick both too large and too small because the rain/no

rain footprint was too small but the coverage of the maximum values was too large.

That is not to say that there weren’t instances of the magnitude itself was larger

than observed. For instance, for the forecast shown in Fig. 35, the observed max

(6.15 in) and the CAPS RRFSe LPM max (6.21 in) were similar both in magnitude

and location while the CAPS RRFSe SAM-LPM had a maximum about 3 inches

greater than both (9.59 in).

Additionally, it was noted how drastically the footprint can change in this

forecast. Focusing across the KS/OK border and into northeastern AR the aerial

extent of a hundredth of an inch or greater decreased between the CAPS RRFSe

LPM and SAM-LPM. Opposing this, the higher totals (≥1 in) in the region became

more cohesive and resulted in a larger, continuous area of one or more inches of
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Figure 35: 6-h (A) MRMS QPE and (B) HREF LPM mean, (C) CAPS RRFSe LPM
mean and (D) CAPS RRFSe SAM-LPM valid 06 UTC 14 July 20230. The dashed blue
on (B)-(D) is the 1 in MRMS contour. The black arrow points to the location of the
maximum: (A) 6.15”, (B) 3.92” (C) 6.21”, and (D) 9.59”.

precipitation. A similar result occurs over southern VA when focusing on values

≥2.5 in. These sorts of shifts are examples of what the participants meant when

they said they felt the aerial extent of the higher totals was too large. Over

the course of the experiment, whether or not this difference in the “look” of the

SAM-LPM compared to the LPM was liked or disliked seemed varied among the

participants and event type/location . For instance, one participant wrote: “(t)he

SAM-LPM seems to do a much better job with the higher intensities overall, even

though they’re a bit misplaced. In fact the CAPSRRFSE samlpm looks a little too

hot overall, but in some localized areas, this is a better depiction of threat.”
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Interestingly, even though participants sometimes didn’t like the increase in

the coverage of the footprint of higher magnitude accumulations, it was consistently

mentioned that they liked the less speckled character of the precipitation in the

SAM-LPM versus the LPM. The SAM-LPM helped to smooth out the gradient

between thresholds and tended not to have a large number of small bulleyes of high

magnitude totals, which is often a characteristic of the LPM mean. For example,

one participant stated “Generally like the SAM-LPM best. SAM-LPM seems like

a useful technique that may be worth exploring operationally. LPM often is too

bullseyed with the maxes without enough moderate amounts...and the SAM-LPM

almost looks like a smoothed LPM which seems to fix the bias seen in the LPM

alone” while another said “SAM-LPM was the best. It had the best combination of

coverage and magnitude. LPMs on their own tend to not have enough ”moderate”

QPF and are too bullseyed. SAM-LPM corrects for that issue.”

Based on how often comments like these were seen and the generally positive

feedback given about the product even if the SAM-LPM magnitude was too high

(value) or too extensive (coverage), the SAM-LPM added value to the forecasting

process over the LPM. Though not discussed in much detail here, the same can

not be said for the SAM. For the most part participants noted that they felt it

was difficult to find differences between the mean and the SAM. Since it wasn’t

easy to find differences between the two means, they generally did not note that

there was significant value added when looking at the SAM over the conventional

mean. Two statements from the end of the week survey summarized this well: (1)

“Only the SAM-LPM product appeared to be useful. The SAM product just looked

like a straight ensemble mean (i.e., reduced precipitation maxima magnitudes and

broader areas).” (2) “The SAM-LPM added more value than just the SAM. It

had a better handle on location and threat level compared to the SAM which

was over done at lower thresholds and underdone at higher thresholds.” Therefore,

the FFaIR team feels it would be most beneficial to continue development on the

SAM-LPM.
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4.3.2 OU CAPS Probability of Exceedance Product the HREF+

As stated in Section 2.3, a bug was found in the HREF+. Unfortunately, this

was not discovered until the last week of FFaIR, therefore the feedback collected is

not valid. The bug resulted in high rainfall probabilities often being located where

model input did not have rainfall. It also removed large areas of rainfall erroneously.

An example of this can be seen in Fig. 36. Note that across the Northern Rockies,

both the HREF and CAPS RRFSe have probabilities approaching 80% for 0.5 in

6h−1 but the HREF+ had low to 0 chance of exceedance over the same area.

Opposing this, in southwestern MO, the HREF+ had probabilities of 100% while

the other two had low to 0 chance of exceedance. The orientation of the footprints

and location of maximum probabilities also differ (ex. the Plains), though some of

this might be partially driven by the ML aspect of the HREF+. For instance, in

NE the HREF and CAPS RRFSe have a footprint of 50% or greater centered over

northern NE, just south of its border with SD. However the HREF+ has a larger

extent of +50% that is centered over southeastern NE. Despite the setback of the

bug found in the HREF+, the FFaIR team supports continued development on this

tool.

4.4 Maximum Rainfall and Timing Product

As explained in Section 2.2, the MRTP was designed to have all participants

draw multiple rainfall contours in a chosen 6 hour period. The MRTP activity

started with participants collaborating to choose the domain and time period where

either the maximum 6-h rainfall and/or the largest areal coverage of rainfall would

occur, with both criteria having some correlation to the occurrence of potential

flash flooding. Additionally, participants answered questions about the amount and

location of the maximum rainfall, flood probability, damaging flood probability, the

hourly maximum rain amount and two new probabilistic questions. The first had

the group vote on a maximum rainfall threshold value. This value represented a

reasonable extreme for the event. Participants would then enter a probability that

the threshold would be exceeded. The second was a general timing question, with

ten bins representing each hour from 03 to 12 UTC. Participants were asked to

enter probabilities for when they thought the maximum rain amount would occur.
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Figure 36: The 0.5 in6h−1 probabilities (A) derived from MRMS QPE and from the (B)
HREF, (C) CAPS RRFSe and (D) HREF+ valid 06 UTC 28 June 20230. The dashed
black on (B)-(D) is the 1 in MRMS contour.

New this year was the addition of model precipitation forecasts directly in the

browser where participants could draw their forecasts. This enabled quite a few

participants to test out drawing smaller polygons more consistent with the model

forecasts. Participants noted that they liked this feature since it made it easier

for them to see the location differences across the models/cycles. In the past they

stated that it was difficult to “eyeball” these differences when they were small.

The 2023 FFaIR season was quite different than 2021 and 2022 in terms of

location of heavy rain events and general accumulated rainfall15. Of the 30 MRTP

events, there were 20 that occurred in the early morning hours ending at 09, 10

and 12 UTC (Table 2). Eleven events had rainfall maximum exceeding 5” per 6

15See Section 4.2 for other differences.
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hours, and twenty events had 1” areal coverage below 30,000 km2 (Fig. 37). For

reference, in the 2021 FFaIR season only 7 events had 1” in 6-h areal coverage

below 30,000 km2, while 6 events had areal coverage above 90,000 km2. The largest

1 in 6 h−1 areal coverage event in for the 2023 FFaIR season was approximately

75,000 km2.

In total, 55 Mesoscale Precipitation Discussions were issued by WPC during

FFaIR. For 27 of the 30 days, an MPD was issued in the MRTP domain and in

close temporal proximity to the chosen MRTP time period (Fig. 38). In all cases,

MRTPs were submitted prior to 21z, and the first available 6 hour window ended

at 0300 UTC. On all but ten days, we were successful in selecting the time of peak

rainfall for the day, and on all but 5 days were successful in capturing the peak

areal coverage within the MRTP window; represented by the star and open circle in

Fig. 38, respectively. The MRTP activity was effective in determining the time and

location of finding extreme rainfall and its potential impacts, even in this slower

than usual rainy season. That participants could locate and temporally determine

where and when MPDs might be issued in advance indicates that model guidance

is positively contributing to the extreme rainfall forecast challenge.

4.4.1 Human and Model Performance

4.4.1.1 Model Data Usage

The participants of the MRTP experiment were randomly assigned a model or

ensemble data to evaluate16, though they were not required to use the assigned

guidance and could use any available guidance they wished (Fig. 39A) for their

forecast. More participants used the HREF than the HRRR, but deterministic

models were generally used more than ensembles in their forecast process. However,

for those using primarily a deterministic forecast, they still relied upon an ensemble,

namely the HREF, (Fig. 39B) for guidance in their forecast. For those that

initially used an ensemble, the main deterministic model referenced for additional

guidance was the HRRR (Fig. 39C). The popularity of operational models can

be frustrating for us as we try to evaluate new models, but this feature can be

16This was done to make sure all the guidance was being evaluated and had feedback provided.
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Figure 37: A comparison of the 2021 (20 days), 2022 (19 days) and 2023 (30 days) MRTP
events in terms of areal coverage of 1 inch and the maximum rainfall in the domain as
determined by the MRMS. The red dashed line denotes 30k km2 and the purple dashed
line 90k km2. The grey dashed line denotes 5 in.
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Figure 38: A comparison of the issuance times of the operational WPC Mesoscale
Precipitation Discussions (red) and the timing of the MRTP activity time window (green).
MPDs which cover the geographical domain are shown no matter the time of day. Also
shown are the time of the maximum 6hr rainfall (star) in the domain and the time of the
maximum 1” areal coverage (open circle). The number seen at the start of the MPD
window is the issuance number.

helpful as experimental models improve and we can longitudinally track progress

via popularity. Despite the minimal use of the RRFSp1 in the MRTP experiment,

RRFSp1 and its ensemble were competitive in the post event evaluations. It will

always be difficult, however, for known operational models to be usurped by an

limited use and not-yet-available experimental model.

4.4.1.2 Performance Diagrams for Accumulation

Performance diagrams (Roebber, 2009) were produced for each day of the

MRTP activity, showing the participant’s performance along with every cycle

of model guidance that was available for the MRTP time period17 (see Fig. 40.)

17As many as 18 model cycles were available for the GFS model, running every 6h and verified
out to 84h.

71



(A) (B) (C)

Figure 39: (A) Primary deterministic or ensemble model used to make MRTP forecasts.
(B) If deterministic as primary, then used this ensemble model. (C) If ensemble as
primary, then used this deterministic model.

Participants, as in previous years, typically had relatively higher Probability of

Detection (POD) and lower Success Ratios (SR), indicated by the blue dots up

along the left side of the performance diagram. There was considerably more spread

amongst this year’s participants. Although this could be contributed to having

a larger number of veteran participants compared to new ones than in previous

years, it is more likely that the spread came from the struggle associated with the

type of events that were being forecast for; i.e. small and localized areas of heavy

precipitation. Participants tended to draw their forecast areas in a more coarse

fashion (i.e. generally larger areas), thus resulting in higher frequency bias during

smaller-scale/localized events. To some extent, this is a challenge noted in the

web-based drawing tools. Consequently, on larger areal coverage days, participants

generally scored higher SRs and thus higher CSI. The SR improvement arises

because of how participants draw their forecasts in larger polygons, a feature of our

web based drawing tools. This is in contrast to the models, where grid points offer

precision in their depiction of rainfall. Typically, as the model guidance improved so

do the best participants, as seen in the CSI scores. The best participants compete

with the best model guidance, indicating at least anecdotally, that participants

take advantage of the most skillful guidance.

Daily model performance indicates that Day 1 guidance frequently improves

upon the Day 2 forecasts, though there is considerable variability in best model/cycle

within the Day 1 time period. No model performed consistently best, no matter

the cycle, on a daily basis. This perspective is incorporated into most participant’s
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forecasting approach where we sift through all the guidance looking for similarity

and agreement, knowing that “all models are wrong but some are useful” Box

(1979). Given the relatively smaller areas of extreme precipitation seen this season,

a good portion of model guidance had frequency biases less than 1 on many days.

Only on the days with ≥30k km2 did frequency bias have values near or greater

than 1. In previous years, model guidance has routinely been associated with

frequency bias near 1, when larger scale extreme precipitations events occurred.

This year we kept the half inch contour as the lowest starting point because a

dominant strategy used by all participants has been to draw a large encompassing

contour of where rain will fall. The addition of the model data within the drawing

activity web page did result in more participants drawing smaller polygons at times

but this wasn’t a systematic finding. Uncertainty of event location dominates how

large the polygons will be, especially if multiple precipitation bands might be in

relatively close proximity.

The cumulative distribution function (CDF) of CSI scores were broken down by

model cycle for Day 1 and compared against participants (Fig 41). On most days,

CSI scores indicate that participants are equally competitive with short term model

guidance prior to the event. Generally, participants had access to most of the 18z

guidance with the exception of the RRFS. At lead times of 36-30 hours (Day 1 00z

and 06z cycles) participants were outperforming models across the CSI spectrum.

At 24 hours, only the NAMnest had similar scores in the 85th percentile of the

CDF to the participants. By 18 hours, the models and participants have converged

and the participants are able to improve upon guidance at the 90th percentile.

While the sample size declines for 12 hours, participants have been subsumed by

the models with HRRR and RRFSp1 having better distributions through most

of the CSI spectrum except where they are tied at the upper percentiles. This

confirms our graphical depictions from the performance diagrams, that the best

participants take advantage of the guidance to make forecasts that score on par

with the most recent model guidance, while consistently improving upon guidance

from earlier model runs.

73



Figure 40: Each MRTP forecast days’ performance diagram for a threshold of 1”. Blue
circles are participants while the other colors represent a model or ensemble, with each
symbol a different time grouping. Lighter colors represent models at times that were not
available to forecasters. For each day the maximum rainfall, maximum 1” areal coverage
in km2 and percent coverage of the MRTP domain are shown in the bottom part of
their respective diagrams and color coded into 3 groups (low: green, medium: red, large:
purple).
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Figure 41: Cumulative distribution function of 1” CSI for the 3 primary models and
participant group throughout the MRTP experiment.

Skill over the whole experiment can be seen in Fig 42 for the 1 in threshold.

This was done by comparing the 3 facilitators, merging the 6 WPC forecasters

into a group called WPC Forecaster and including the 3 primary deterministic

models HRRR, NAMnest and RRFSp1 by cycle (max lead time of 60 hours). The

4 aforementioned participants had a minimum number of 27 forecasts, compared

to the RRFSp1, which had 24 forecasts. The participants performed well, having

higher CSI than most of the guidance with the exception of 00/06z, in aggregate.

The HRRR generally performed the best of the 3 models at most cycles, having a

dry bias and higher Success Ratio. The NAMnest tended to have a wet bias and

higher POD, while the RRFSp1 generally placed in between these two extremes,

similar to what was found in the general evaluation of QPF in Section 4.1. Given

the relatively small areal coverage of the MRTP events, a cursory analysis was done

to understand how the aerial extent of the precipitation impacted the aggregated

results. It was found that the top 5 events accounted for 30% of the total aerial

coverage of 1”, or about twice the expected value. Likewise 50% of the events

75



(A) (B)

Figure 42: (A) MRTP Performance diagram for the 1” threshold with participants (green
symbols) and models and (B) the zoomed performance diagram with just models. The
zoomed image does not include model/cycles that had a CSI greater than 0.2: i.e. the
00z NSSL-MPAS, 06z RRFSp1, and the 06z HRRR. Included on the diagrams with the
model symbols are the cycle and CSI values.

contribute only 25% of the overall potential skill for 2023, rather than 50% of the

skill. This means that the largest events contribute the most to the models skill

during FFaIR; aka, not all events have the same impact to the aggregated skill.

4.4.1.3 Distance and Maximum Rain Quality

Given the models’ difficulty with forecasting location precisely, we turn to

other evaluation methods to extract utility from the guidance and participants.

Throughout the experiment we tracked the MRTP domain maximum rainfall and

the distance between the observed and forecast maximum locations. A comparison

between the models and participants follows.

The maximum rainfall amounts were compared for each day as averages (model

or participant) versus the observed MRMS rainfall maximum for the MRTP domain

and time chosen (Fig 43). The symbols get larger as you move further away from

perfect calibration line and this yields 8 model days and 9 participant days where

the errors were largest. Note that there is a tendency for the forecast rain maximum
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Figure 43: The mean of the model (red/circle) and participant (blue/square) forecasts
available for each MRTP event versus the observed maximum rainfall. Best linear fit
lines for each group are shown in light dashed lines.

to be overestimated at lower observed rainfall maxima. As the observed rainfall

maxima gets larger, the forecasts move toward lower maxima, or an underestimate.

Comparing the maximum rainfall amount via normalized error, and breaking

it down by Day 1 models, we can see some trends. Figure 44 shows that the

HRRR is the most conservative with 70% of its forecasts below 0%; aka 70% of it’s

forecasts were below the observed max. The NAMnest and RRFSp1 were more

similar to each other, with less than 50% of their forecasts below 0% error; 38%

and 43% respectively. The NAMnest has the longest tail of the CDFs indicating its

tendency to over predict the rainfall maximum value by more than 80%. The rain

error characteristics shown in Fig 45 for modeled rain versus percent error, shows

that the percent errors for the NAMnest occur somewhat evenly across low and

high maximum rainfall totals for its overforecasts. Note that the participants CDF

tracked more closely with the HRRR than the other models, Fig. 44, indicating

that they either preferred the HRRR, or maybe that participants favored a more

conservative approach to forecasting or both.
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Figure 44: Composite CDF of maximum rainfall amount for normalized error for the
valid 6-h MRTP time window for the Day 1 cycles for the HRRR (red), RRFSp1 (purple),
NAMnest (blue) and the Participants (green). The dashed grey line represents Models
Avail., which is defined as all models and forecast hours available for that valid time and
solid grey is the underlying histogram for models available.

Distance errors broken down by Day 1 models were very different from rainfall

maxima. The CDFs for models and participants (Fig 46) shows that the HRRR

was within 100 km 14% of the time compared to the NAMnest at 7.8% and the

RRFSp1 at 5.5%. Participants were more similar to the NAMnest at this range

but quickly transitioned to be more consistent with the HRRR and better than all

models after 175 km. Thus participants’ locations of maximum rainfall were more

likely to be closer to the observed maximum rainfall.

4.4.1.4 Probabilistic Components

The latest addition to MRTP was to add probabilistic components, including

forecasting the probability of exceeding a threshold for the maximum rainfall

and the timing probability. These followed the methods of Lawson (2023) and

references therein to evaluate the forecast using Information Theory. The forecasts

for exceedance are evaluated using Lawson (2023) Game 1, where we assume there is

an equal likelihood that the rain threshold will be exceeded or not. Figure 47 shows

a comparison of the Information Gained in bits and evaluates all the forecasts in a
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Figure 45: Maximum rain normalized percent error versus predicted 6-h rainfall maximum
for the valid 6-h MRTP time window for the Day 1 cycles.

single CDF. The evaluation reveals that roughly 45% of the participants forecasts

were associated with positive information gain, or that when the threshold was

exceeded the forecasters had indicated that there was greater than 50 percent

probability of exceedance. This is lower than expected by chance.

Pairing the probability of rainfall exceedance over the max rain threshold

against the participants’ rainfall maxima results in the construction of an attributes

or reliability diagram Hsu and Murphy (1986). This can be thought of as something

akin to consistency of the predictions. The attributes diagram constructed for the

MRTP experiment (Fig 48) reveals that participants under forecast for all but

the 40 and 100 percent bins. So although some participants added information

with the probability values, the resulting maximum rainfall they chose were under

79



Figure 46: Like Fig. 44 but for the composite CDF of the distance between forecast
and observed domain maximum rainfall of normalized error for each model and the
participants.

Figure 47: The information gain CDF for all participants for the probability of exceeding
a threshold for the maximum rainfall across the MRTP experiment.
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Figure 48: Attributes diagram showing frequency of forecast probability (gray bars) using
the corrective strategy of Bröcker and Smith (2007) computing the mean probability in
each decile probability bin, along with the reliability of the forecast probabilities (blue
line and circle markers).

forecast and thus slightly inconsistent or perhaps uncalibrated with probabilistic

judgments.

Participants were further asked when the peak in rainfall would occur as

a probabilistic judgement. Ten bins, each representing the valid end time of a

6-h window from 03 to 12 UTC (ex. 03 UTC would be for the 6-h period from

21 UTC to 03 UTC) were used along with a maximum allocation of 100 percentage

points. The results from this exercise can be seen in Fig 49. In general participants

expressed uncertainty in the timing of maximum 6-h rainfall (more than one bin

had a nonzero value), with the number of bins typically used ranging from 3 to 5

bins. Throughout the course of the experiment it was unlikely that participants

used only 1 bin (i.e. putting 100% in a single bin), happening about 25 times. This

indicated a certain and deterministic forecast. The maximum probability used in

the latter case was 100 percent, but the former had a sharp distribution centered

around 20 percent with a long tail.
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The probability distribution at the time that verified as the peak rainfall

was Poisson-like from 0 indicating that participants had the correct time in their

envelope of probability but were not correctly forecasting the correct bin with their

peak probability values. Thus the Ignorance Score results were shifted to below

zero, with little information value added. Figure 50 shows the timing difference

between observed peak rainfall and consensus time of the MRTP forecast (red),

along with the participants difference derived from the peak probability in the

Figure 49: The evaluation of the timing confidence as (A) the Ignorance score and
(B) Histogram of ignorance values. (C) the forecast probability histogram valid at the
verification time and the histogram of the number of nonzero bins over all forecasts and
(D) the histogram of the Maximum Probability for each forecaster.
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Figure 50: MRTP timing difference of the participants across FFaIR. Histogram of the
occurrence of the differences (blue bars). The red and blue lines represent the timing
difference between observed peak rainfall and consensus time of the MRTP forecast and
the participants difference derived from the peak probability in the timing confidence,
respectively.

timing confidence (blue). This shows that the timing differences from individuals

are strongly peaked at 0 and -1 hours relative to the observed.

The subjective evaluation of MRTP forecasts involved “goodness” rankings

from 1 (worst)-7 (best) for the assigned model, the most used model and the

participants own forecasts, as shown in Fig 51. All 3 peaked around a likert score

of 4/7. The assigned model generally performed worse than either the participants

or the used model. The Used (Assigned) Model becomes worse than participant

scores in normalized percentage difference at a score of 5, and is 25 (50) percent

lower than participants score at values greater than 5, respectively. Our hypothesis
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Figure 51: Frequency of ratings for the participants forecast (red) and the corresponding
model forecasts that were used as assigned (green) or actually used (blue). The Likert
scale ranged from 1 to 7.

is that the precision that models can provide in terms of location, areal coverage,

number of features and precipitation maxima all play a role in perceptions of quality

or goodness (Murphy, 1993). Participant strategy is in contrast to model precision,

mostly being broader in forecast areal coverage. However, many participants

attempted to be precise to match model bias. This seldom leads to quality as

evaluated quantitatively using CSI. A breakdown of those forecasts employing

different strategies and their quantitative outcome via CSI is needed.

84



5 Summary

Part 1 of the 2023 FFaIR Final Report focused on the evaluation of the RRFS

and other similar CAM deterministic and ensemble models and associated products.

With the approaching science freeze for the RRFS, the team felt it was important

to provide an in-depth analysis of the system during the 2023 Testbed Season18.

Evaluation was done for QPF at 24-h, 6-h and 1-h accumulations. Additionally,

the MRTP actively was used to evaluate model performance at identifying the

extreme precipitation risk, both location and timing.

Both subjective and objective verification suggest that the RRFSp1 perfor-

mance falls between the NAMnest and the HRRR, with a bias similar (sometimes

larger) to the NAMnest but a CSI closer to the HRRR19, especially for 24-h. For

6-h accumulations, the exception to this was during the overnight hours, roughly

from 06-12 UTC. Here the RRFSp1 was closer to the HRRR in having a dry bias.

This likely suggests that the RRFSp1 struggles to keep convection active or develop

new convection once daytime heating diminishes. This is a trend the team has also

been seeing in the HRRR over the past two FFaIR seasons, with it struggling to

identify the development of MCSs. An example of this was shown in Fig. 17, where

the NAMnest was able to identify the MCS risk at forecast hour 42 but neither

of the other two models did. Even at forecast hour 24 the HRRR and RRFSp1

struggled to identify the risk for heavy rainfall; see Fig. 18.

This lack of convection, from May thru Aug 2023, is further supported when

looking at precipitation across the diurnal cycle (Fig. 27), in terms of average

precipitation across the CONUS for both coverage and intensity, the RRFSp1 2023

version shows lower totals than the 2022 version; it is even lower than the HRRR

in some instances. It is possible that some of the changes made between 2022 and

2023 to address the over abundance of popcorn convection and strong updrafts had

resulted in preventing the system from developing convection when diurnal heating

waned.

18Reminder, this is May - Aug of 2023 to include when the HWT SFE is running.
19The HRRR had a noticeable dry bias this year.

85



Regarding popcorn convection, as mentioned in the summary of the weather

during FFaIR (Section 2.3), the synoptic conditions favoring popcorn convection

were missing during the majority of FFaIR and the Testbed season this year.

Therefore, aside from over Florida, coverage of popcorn convection was minimal,

which perhaps suggests that the RRFSp1 correctly wasn’t developing it in a regime

that doesn’t support it. That said, participants still noted that they saw very small

storms (rather than the larger sized ones from last year) with high precipitation

totals often. They also noted that they felt the evolution of systems did not look

correct, stating: “it (RRFSp1) presents unrealistic structures that don’t align

with how I expect severe storms to look in modeled environments” and “RRFSp1

struggled with storm structure, even in the first few hours.” This, along with the

high bias, made it difficult for participants to trust the RRFSp1 forecasts.

As for the performance of the RRFS ensemble, due to data flow challenges, an

analysis of the four ensemble configurations provided was not completed. Moreover,

even if the data had been consistent, the evaluation would be obsolete given

that right after FFaIR it was decided that ensemble membership would consist

of the HRRR and its time-lagged forecast for implementation, which was not a

configuration during FFaIR. Therefore, due to the high bias in QPF, especially at

the hourly scale, the unrealistic looking footprint of the QPF, the lull in convection

when diurnal heating is not present, and the fact that the ensemble was not able to

be properly evaluated, we do not support the transition of the RRFS to operations

but recommend it for further development and testing.

For the CAPS provided products, the spatially aligned means and the ML

6-h QPF product are both recommended for further development and testing.

The SAM-LPM was well received by the participants and they liked the ability

of the SAM method to remove the speckled look of the standard LPM mean.

However, they did note that they felt the method increased the size of the footprint

of high-end totals too much while making the footprint of low end (0.01-0.1 in)

amounts too small. The ML product, referred to as the HREF+, was found to have

a bug in the calculations for the neighborhood probabilities, and therefore was not

evaluated in this year’s experiment. However, the HREF+ was evaluated in the
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2022 Experiment (only for the half inch threshold) and showed promise, so the

team is excited to evaluate the product in the upcoming 2024 FFaIR Experiment.
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Appendices

A List of Participants and Seminars

Table 4: List of the participants for each week of the 2023 FFaIR Experiment.
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Table 5: List of the 2023 FFaIR Science Seminars. The slides for the seminars can be
found here. The rows in red indicate seminars given outside of the weeks the FFaIR was
in session.
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